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Although humans have a large repertoire of potential movements, gait patterns tend to be stereotypical
and appear to be selected according to optimality principles such as minimal energy. When applied to
dynamic musculoskeletal models such optimality principles might be used to predict how a patient’s

Keywords: gait adapts to mechanical interventions such as prosthetic devices or surgery. In this paper we study the
Gait effects of different performance criteria on predicted gait patterns using a 2D musculoskeletal model.
Simulation The associated optimal control problem for a family of different cost functions was solved utilizing the

Musculoskeletal modeling
Optimal control

direct collocation method. It was found that fatigue-like cost functions produced realistic gait, with
stance phase knee flexion, as opposed to energy-related cost functions which avoided knee flexion

during the stance phase. We conclude that fatigue minimization may be one of the primary optimality
principles governing human gait.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Dynamic simulation of human gait is a well established
research technique but has been mainly applied to track observed
human movements (Zajac et al., 2003). Predictive simulations of
gait, on the other hand, are based solely on an assumed optimality
criterion, e.g. minimal energy, which is used to solve an optimal
control problem. Such simulations can help uncover underlying
principles of neuromuscular coordination and have potential
applications in predicting patient responses to surgical interven-
tions (e.g. a tendon transfer procedure), in the design of prosthetic
and orthotic devices, or in the reconstruction of gait for dinosaurs
(Sellers and Manning, 2007). Predictive simulation has not yet
found widespread application because of its high computational
cost (Anderson and Pandy, 2001). In addition, there is no generally
accepted optimality criterion for human gait. Previous studies
have only used a single optimality criterion and it is not clear how
the choice of optimality criterion affects the results.

Energy consumption appears to play a role in the selection of
overall gait characteristics, such as step length and cadence, as
corroborated by many experimental studies (e.g. Bertram and
Ruina, 2001; Ralston, 1976). This, however, does not necessarily
imply that minimal energy also governs detailed features of gait
such as joint angles and muscle recruitment. Other criteria such as
muscle fatigue or peak joint loads might play a role.
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In particular, the knee flexion observed in the weight
acceptance phase of normal gait raises questions as it requires
the activation of the large Quadriceps to prevent knee collapse
and may, therefore, be inconsistent with minimal energy criteria.
Indeed, stance phase knee flexion appears to be absent in several
energy-based predictive gait simulations (Sellers et al., 2005;
Nagano et al., 2005).

In this context, the objective of this paper is to shed some light
into the effects of the cost function choice on the predicted
kinematics and muscle recruitment patterns of gait. A series of
predictive simulations of gait are performed utilizing a family of
cost functions representative of a large range of performance
criteria traditionally adopted in the literature.

2. Methods
2.1. Musculoskeletal model

The musculoskeletal dynamics model (Gerritsen et al., 1998;
Hardin et al., 2004) consists of seven body segments (trunk,
thighs, shanks, and feet) and has nine kinematic degrees of
freedom. Eight muscle groups are included in each lower
extremity: [liopsoas, Glutei, Hamstrings, Rectus Femoris, Vasti,
Gastrocnemius, Soleus, and Tibialis Anterior. Each muscle is
represented by a 3-element Hill-type model, using the equations
from McLean et al. (2003) and muscle properties from Gerritsen
et al. (1998). This model has 50 state variables in the state vector
x: f =9 generalized coordinates in q, f =9 generalized velocities
in q, m=16 muscle contractile element (CE) lengths in l., and
m=16 muscle activations in a, where x=[q" 4" L, a’]". The
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differential equations describing the dynamics of the musculos-
keletal system read as

q=I5q, (1a)
0=4(q.9.1.), (1b)
I =1ce(q, Le, @), (10
a=aa,u), (1d)

where I denotes the identity matrix, Eq. (1b) contains the
equations of motion which were generated by SD/Fast (Para-
metric Technology Corp., Needham, MA), Eq. (1c) describes the
muscle contraction dynamics, and Eq. (1d) describes the muscle
activation dynamics in which u are the m = 16 neural excitations
to the muscles. The muscle force is a function of muscle CE length
and pose of the skeletal model in q via the series elastic properties
as fm = fm(q, lce).

2.2. Ground contact model

The interaction between feet and ground is modeled by means
of 10 spring-damper elements uniformly distributed along each
foot sole. The vertical force for each contact element j was
modeled as

fyi =08 (1+bd)), )

where §; is the ground penetration of element j, a is a vertical
stiffness parameter set to a=5.0e7Nm=3, and b is a vertical
damping parameter set to b=1.0m"!s. These parameter values
are consistent with dynamic force-deformation tests from Aerts
and de Clercq (1993).

The horizontal force at contact element j was modeled by an
approximation of Coulomb friction (van den Bogert et al., 1989)
using a logistic function:

1—exp(—vs;j/vc)

fi=—1 +exp(—Vs;/ve)

whyj» 3)

where f,; is the vertical force at contact element j, vg; is the sliding
velocity at element j, and v. is a scaling factor set to
ve=0.05ms~!. The friction coefficient 1 was 1.0. The logistic
approximation is necessary to ensure differentiability, where a
lower scaling factor v, implies a better approximation of true
Coulomb friction.

2.3. Problem formulation

The general optimal control problem for gait consists of
searching for time histories of controls u(t) and states x(t) that
minimize a scalar, integral cost function

T
= / Lex(o), (b)) dt, @)
0

where T is the gait cycle period. The solution must satisfy the
differential equations describing the dynamics of the musculos-
keletal system

x(0) =fx®), u(®),1), 6))

represented by Eqs. (1), and the additional inequality constraints
typically given by bounds on the neural excitations

O<u(t)<l, (6)
and on the states

Xmin < X(1) < Xmax. (7)

A periodic gait at an average locomotion speed v,, is ensured by
X(T)=%x(0) and (8)

Xp(T) = x4 (0)+ vy T, (8b)

where X contains all the states excepting the horizontal position
of the model, x;. In the optimizations performed in this study, v,
is prescribed as a task constraint while T is allowed to be
optimized. Bilateral symmetry was imposed so that only half a
gait cycle needed to be simulated.

2.4. Solution method

The optimal neuromuscular control problem for gait presented
in the previous section was transformed into a parameter
optimization utilizing direct collocation (Betts, 2001). Direct
collocation (DC) has been extensively used for trajectory optimi-
zation in aeronautics and aerospace engineering (Betts, 1998) and
was used because of its potential advantages over the traditional
shooting method for predictive simulation of gait (Anderson and
Pandy, 2001). DC allows the addition of task constraints such as
periodicity of gait and is often computationally more efficient
than shooting methods (Betts, 1998).

The states x(t) as well as the controls u(t), i.e. neural
excitations, were discretized by means of a 50 node temporal
grid for half a gait cycle. The dynamical constraints, Eq. (5), were
transformed into a large set of algebraic constraints using the
Euler discretization scheme (Betts, 2001). For details on
the formulation of the problem using direct collocation, refer to
the Appendix. The SNOPT code for Matlab (Tomlab Optimization
Inc., Pullman, WA) was used to solve the resulting nonlinear
programming problem. SNOPT is a sequential quadratic program-
ming (SQP) algorithm for solving large-scale, sparse nonlinear
programming problems (Gill et al., 2002).

2.5. Cost functions and simulations

The following family of cost functions was used to investigate
the effects of different performance criteria on predicted gait
patterns. The latter is quantified by integrals of weighted muscle
activations to a power p as

118, T,
]=iji;wi/o @ dt, )

where m is the number of muscle groups, a is the muscle
activation, and p and w; are the exponent of a and weighting
factors, respectively. Two different sets of weighting factors w;,
i=1...m, and four different values for the exponent p, p=1,2,3
and 10, were combined, leading to a total of 8 different cost
functions investigated, J, with k=1...8, as specified in Table 1.

Eq. (9) covers a wide range of cost functions traditionally used
to locally solve the muscle force-sharing problem (Crowninshield
and Brand, 1981; Glitsch and Baumann, 1997; Thelen and
Anderson, 2006). For instance, the muscle volume scaling, V;
was adopted by Happee and van der Helm (1995) and by Thelen
and Anderson (2006), and the exponents p=1—-3 have been
commonly used to solve the muscle force-sharing problem

Table 1
Specification of the cost functions for predictive simulations of gait characterized
by the combination of weight factors ; and exponent p in Eq. (9).

p=1 p=2 p=3 p=10
wj=1,i=1...m J J2 J3 Ja
wi=V,i=1...m Js Js J7 Js
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(Pedotti et al., 1978; Crowninshield and Brand, 1981; Glitsch and
Baumann, 1997; Thelen et al., 2003). The high exponent p=10
strongly penalizes large muscle activations and approximates a
minmax optimization (Rasmussen et al., 2001). Indeed, in the
limit, for p—oo, only the maximal activation matters and the
problem becomes equivalent to a minmax optimization.

The eight different cost functions were classified either as
“effort” or “fatigue”-like. Although this classification is imperfect,
there is a rationale behind it. Muscle fatigue (inverse of muscle
endurance) is related to the percentage of the total muscle fibers
activated, i.e. muscle activation, and there is experimental
evidence that this relation is approximately cubic (Crowninshield
and Brand, 1981). Furthermore, the endurance of the whole
muscle system is determined solely by the maximally fatigued
muscle, so that a minmax optimization problem arises as
discussed in the previous paragraph. On the contrary, muscle
effort, a surrogate to muscle energy expenditure, is correlated to
the volume of activated muscle tissue and depends more linearly,
or less nonlinearly, on muscle activation (Minetti and Alexander,
1997; Umberger et al., 2003; Bhargava et al., 2004). Thus, cost
functions presenting muscle volume weighting and lower ex-
ponents (J1, Js, Js and J;) were classified as effort-like, while cost
functions without muscle volume weighting and higher expo-
nents (J2, J3, Ja and Jg) were classified as fatigue-like. The
differences between these two groups will become more evident
in the light of the simulation results.

For the predictive simulations using J,, with p=2 and w; =1,
the solution of a tracking optimization of normative data from
Winter (1991) was used as initial guess. This tracking simulation
was able to approximate the reference ground reaction forces and
kinematics from Winter (1991) well within one standard
deviation. In order to decrease the probability of finding local
minima as a consequence of utilizing a gradient-based optimiza-
tion method, for each one of the other cost functions, two
simulations were performed, using two different previous solu-
tions as initial guess, the solution from the tracking optimization
and the solution for J,. A walking speed of 1.1 m/s was prescribed
for all predictive simulations.

w; =V,
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3. Results

Figs. 1 and 2 show the results for the simulations using the
muscle volume-based weighting factors, w; = V;, corresponding to
cost functions Js, Jg, J; and Jg, and for the simulations using a
unitary weighting factors, w; = 1, corresponding to cost functions
J1, J2, J3 and J4 in Table 1, respectively. A comparison of the
predicted kinematics on the left and of the ground contact forces
on the right is shown for the four different exponents p (1, 2, 3 and
10) in the cost function, Eq. (9). As explained in the previous
section, for each cost function, two optimizations using two
different initial guesses were performed. The two initial guesses
led to virtually the same solutions for three (J,, J3 and J;) of seven
cost functions. In contrast, they led to clearly different solutions
for the remaining four cost functions (J1, J4, Js and Jg). In the cases
in which the two simulations converged to different solutions
only the solutions with the lowest cost function values were
further considered. The other solutions were disregarded as local
minima.

Predicted motion and ground contact forces using the cost
functions specified by Eq. (9) all reproduce salient features of
normal gait, Fig. 3. Nevertheless, closer inspection reveals some
interesting deviations from normal gait. Regardless of the
weighting factors, an exponent p=1 led to a very reduced knee
flexion during stance while an exponent p=10 led to a normal
~ 20° knee flexion pattern. In contrast, the exponents p =2 and 3
led either to a reduced knee flexion with the muscle volume-
based weighting factors, or to a large knee flexion in the
optimizations without volume weighting in the cost function.
The solutions that did not flex the knee in stance also had high
peak ground reaction force at impact.

The cost functions also caused differences in predicted muscle
activation patterns, Fig. 4. Lower exponents p led to the
recruitment of a few muscles, which are highly activated, while
higher exponents favored a more uniform distribution of muscle
activations. Notice that the use of muscle volume-based
weighting factors favors activation of smaller muscles such as
the Gastrocnemius and inhibits the activation of larger muscle

w;=V;
1500
zZ
< 1000
(o]
©
o
E 500
>
0
200
z
‘= 0
()]
T ——p=1
S =2
S -200 ——p=
B —p=3
—p= 10
-400
0 20 40 60 80 100

% gait cycle

Fig. 1. Comparison of hip, knee and ankle angles on the left, and of vertical and horizontal ground contact forces on the right, obtained through predictive simulations using
the family of cost functions in Eq. (9) with muscle volume-based weighting factors, w; = V;.
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Fig. 2. Comparison of hip, knee and ankle angles on the left, and of vertical and horizontal ground contact forces on the right, obtained through predictive simulations using

the family of cost functions in Eq. (9) with unitary weighting factors, w; = 1.

groups as the Vasti. The latter difference in the results is
significant up to the exponent p =3, while the exponent p=10
leads to very similar results regardless of weighting factors. There
was a strong correlation between the activation of Vasti and knee
flexion in stance, see Table 2 and Figs. 1 and 2.

4. Discussion

Different performance criteria led to substantially distinct gait
predictions, Figs. 1-3, showing the importance of the choice of an
appropriate cost function. Perhaps the most remarkable differ-
ences occur in knee flexion angle during initial and mid-stance.
Cost functions J,, J3, J4 and Jg led to a maximal knee flexion of 20°
or higher in mid-stance, while cost functions J;, Js5, J¢ and J; led to
a straight-legged pattern, with only very slight knee flexion. As
explained in Section 2.5, these two groups of cost functions can be
related to muscle fatigue and effort, respectively.

Muscle fatigue depends on the percentage of muscle fibers
activated, and this dependency is approximately cubic. Further-
more, the endurance (the inverse of fatigue) of the body equals
the endurance of the maximally fatigued muscle, so that
maximization of endurance (or minimization of fatigue) is
achieved by fatigue minimization of the maximally fatigued
muscle (minmax problem). Therefore, cost functions without
muscle-volume scaling and high values of p (J, J3, J4 and Jg),
which penalize the higher muscle activations, relate to muscle
fatigue. For very large exponents p, e.g. p= 10, the scaling factor
becomes unimportant because only the muscle with the highest
activation contributes to the cost function, and the problem
approximates a minimization of maximal muscle activation. In
fact, cost function J4 (w;=1) and Jg (w; =V;) led to very similar
kinematics and muscle coordination (Figs. 1, 2 and 4). On the
contrary, muscle effort, considered here as a surrogate to muscle
energy expenditure, depends on the percentage of muscle volume
activated, and its dependency on muscle activation is less
nonlinear. Thus, cost functions with muscle-volume scaling and

J
Ay

Fig. 3. Stick figure of predicted gait patterns with p=2 and w; = V; (top),andp=3
and w; =1 (bottom). Note the difference in knee flexion during stance.

lower values of p (J1, /5, Js and J7) can be interpreted as being more
related to muscle effort or energy consumption than to fatigue.
The “effort” cost functions led to straight-leg patterns, with
reduced knee flexion during initial and mid-stance in contrast to
the “fatigue” cost functions, which predicted knee flexion of 20° or
higher during mid-stance. Fig. 4 shows that the “effort” cost
functions caused a gait pattern that avoids using the large Vasti
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Fig. 4. Comparison of muscle activations predicted through the predictive simulations using the family of cost functions in Eq. (9) with the muscle volume-based
weighting factors, w; = V;, on the left and unitary weighting factors, w; =1, on the right.

Table 2

Correlation between knee flexion in stance and maximal activation of the Vasti for
various combinations of exponents p and weights w; in the optimization objective
(Eq. (9)).

p=1 p=2 p=3 p=10
wj=1,i=1...m 1°/0.10 42°/0.55 33°/0.42 26°/0.30
wj=V,i=1...m 1°/0.10 1°/0.08 4°/0.10 20°/0.26

muscle group, which then requires the elimination of knee flexion
in stance, in turn causing high impact forces. This mechanism is
illustrated by the strong correlation between maximal knee
flexion in stance and Vasti activation level shown in Table 2. The
“fatigue” cost functions tended to produce more realistic move-
ments and ground reaction forces, refer to Fig. 3, especially at high
exponents. At high exponents, only the muscle with the largest
activation matters, and the volume weighting no longer makes a
difference. These findings suggest that minmax criteria, as
proposed by Rasmussen et al. (2001) should be seriously
considered for gait prediction. This result is opposite to the
findings of Anderson and Pandy (2001), where energy minimiza-
tion produced realistic movements. That optimization, however,
was unable to predict walking patterns without stance phase knee
flexion, because initial conditions were fixed and defined based on
human data at the beginning of single stance, with substantial
initial knee flexion.

Thus, while energy minimization appears to be an important
performance criterion in experimental studies, e.g. Bertram and
Ruina (2001), other criteria such as fatigue avoidance or reduction
of peak joint forces, might play an important role even during
normal walking. This may explain why a straight-legged stance
phase is rarely seen in humans in spite of the fact that flexing the
knee seems to increase energy consumption. Inspection of
previous minimal-energy gait simulation results reported in the
literature (Sellers et al., 2005; Nagano et al., 2005) also reveals the
prediction of a straight-legged pattern in stance, corroborating
this conclusion.

Confronted with the necessity of performing several predictive
optimizations of gait, we used direct collocation (DC) as an

alternative to the shooting method for solving the optimal control
problem for gait. Direct collocation has been extensively used for
trajectory optimization in aeronautics and aerospace engineering
(Betts, 1998) and was used for human pedaling simulation by
Kaplan and Heegaard (2001) and in the solution of optimal
kicking motion by Stelzer and von Stryk (2006). DC performed
well in our application, typically solving the gait optimization
problem in 35minutes, which compares favorably to the
thousands of hours required with traditional shooting methods
for predictive optimization (Anderson and Pandy, 2001), although
model complexity was certainly a confounding factor. Further-
more, close inspection of our results reveal perfectly periodic
solutions, which was not achieved by Anderson and Pandy (2001).
The performance of DC is mainly due to the implicit solution of
the differential equations, which avoids the need for time
consuming explicit forward integration. We have verified that
our DC solution with 50 time points was identical to a traditional
forward integration driven by the optimal controls, which
required 3000 integration steps.

This study questions the notion that energy-based criteria are
predominant during normal gait, and shows the necessity of
further experimental and computational investigations on appro-
priate optimality criteria for human movement. Establishing
realistic optimality-criteria is essential to the success of predictive
simulations in clinical applications such as the computer-aided
design of surgical interventions, prostheses, and other mechanical
interventions which aim to improve human gait.
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Appendix A. Supplementary data

Supplementary data associated with this article can be found
in the online version at 10.1016/j.jbiomech.2009.12.012.
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