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Abstract

This chapter provides readers a systematic and panoramic view of LDC formula-
tion and various LDC designs under different criteria.

1. LDC

1.1. Introduction

The term, linear dispersion codes (LDC), has been considered as a general terminology for
block coding [1–3]. LDC were first proposed by Hassibi and Hochwald as a general frame-
work of arbitrary complex space time codes (CSTC) for block flat-fading channels [1, 2].
LDC subsumes orthogonal space time block codes and Vertical Bell Labs Layered Space-
times (V-BLAST) as subclasses [1, 2]. LDC possess high coding rates (the definition of
LDC coding rate will be discussed in Section 1.2.2.), and can support arbitrary configura-
tion of transmit and receive antennas. To avoid numerical difficulty of minimizing aver-
age pairwise error probability (PEP), LDC design was initially achieved by formulating a
power-constrained optimization problem based on mutual information [2]. After the sem-
inal work introduced in [1], the term of LDC has been extensively adopted for high-rate
CSTC designs under different design criteria other than capacity criterion. Although ini-
tially designed as complex codes in space-time channels, LDC has further been considered
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as a general framework of linear 2-dimensional (2-D) codes in general 2-D communica-
tions channels. Note that conventional block error correcting codes can be considered as
real integer subclasses of LDC.

This chapter aims to give readers a systematic and panoramic view of LDC formulation
and various LDC designs under different criteria. The following notations are used:(·)†
denotes matrix pseudoinverse,(·)T matrix transpose,(·)H matrix transpose conjugate,IK

denotes identity matrix of sizeK × K, 0m×n denotes zero matrix of sizem × n, [X]a,b

denotes the(a, b) entry of matrixX, A⊗B denotes Kronecker (tensor) product of matrices
A andB, Cm×n denotes a complex matrix with dimensionsm × n, andFM denotes the
discrete Fourier transform (DFT) matrix, representing theM -point fast Fourier transform

(FFT) with entries[FM ]a,b =
(
1/
√

M
)

exp (−j2π(a − 1)(b − 1)/M) .

1.2. Concepts of LDC

1.2.1. LDC Definition

Assume that an uncorrelated data sequence has been modulated using complex-valued
source data symbols chosen from an arbitrary, e.g.rc-PSK orrc-QAM, constellation. A
T × Nt LDC matrix codewordSLDC is transmitted fromNt transmit antennas and occu-
piesT channel uses and encodesQ source data symbols. LDC was originally proposed as a
complex space-time matrix coding framework [2]. The matrix codewordSLDC is expressed
as

SLDC =

Q∑

q=1

αqAq + jβqBq, (1)

whereSLDC ∈ CT×Nt andAq ∈ CT×Nt ,Bq ∈ CT×Nt , q = 1, ..., Q are called dispersion
matrices. The complex source data symbols are defined by

sq = αq + jβq, q = 1, ..., Q. (2)

Note that there is another LDC definition with different dispersion matrices,Cq and
Dq, as follows [2]

SLDC =

Q∑

q=1

sqCq + s∗qDq, (3)

whereCq = 1
2 (Aq + Bq) andDq = 1

2 (Aq − Bq), q = 1, ..., Q.
If the basic encoding units are real and imaginary components of data symbols, the LDC

codewords are can be written as

SLDC =

2Q∑

k=1

τkKk, (4)

where the components are

τk =

{
αk, k = 1, ..., Q

βk−Q, k = Q + 1, ..., 2Q
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and the component dispersion matrices are

Kk =

{
Ak, k = 1, ..., Q

jBk, k = Q + 1, ..., 2Q

1.2.2. Coding Rate of LDC

Hassibi and Hochwald have defined the coding rate of LDC in terms of bits as

R =
Q

T
log2 r, (5)

wherer is the size of constellation [2].
At the physical layer of a communication system, symbol coding rate often is useful for

comparing the spectrum efficiency between different systems. Corresponding to the bit rate
definition in (5), the symbol coding rate is defined as

Rsym
LDC =

Q

T
. (6)

Note that this definition is different from that of conventional error correcting codes
(ECC). In the latter case, the symbol coding rate is defined as

Rsym
LDC =

Q

NtT
, (7)

which may be used for codes in frequency-time channels [3]. In space-time channels, the
symbol coding rate can be alternatively defined as

Rsym
LDC =

Q

T min {NT , NR}
. (8)

According to (8),Rsym
LDC = 1 is the maximum coding rate for linear zero-forcing de-

coding.
In the rest of this chapter, the original definitions of coding rate (5) and (6) will be used.

1.2.3. Matrix Form LDC Encoding

A special subclass of LDC In this chapter, we primarily consider a special subclass of
dispersion matrices with the constraints

Aq = Bq, q = 1, ..., Q. (9)

Substituting (2) and (9) into (1) yields

SLDC =

Q∑

q=1

sqAq, (10)



4 Shell et al.

which can be transformed into matrix form by using thevec operation. ReorderingSLDC

and each matrixAq into aTM×1 column vector, respectively, byvec(SLDC) andvec(Aq),
we obtain

vec(SLDC) =
[

vec(A1) ... vec(AQ)
]



s1
...

sQ


 . (11)

An example of this special class of LDC codes is shown as follows. The group of square
dispersion matrices of this code, referred to as HH Square LDC [2], satisfies constraint (9).
More specifically, the dispersion matrices are

ANt(k−1)+l = BNt(k−1)+l =
1√
Nt

Dk−1Πl−1, (12)

wherek = 1, ..., Nt, l = 1, ..., Nt,

D =




1 0 ... 0

0 e
j 2π

Nt ... 0
...

...
. ..

...

0 0 ... e
j

2π(Nt−1)
Nt




,

and

Π =




0 0 · · · 0 0 1
1 0 · · · 0 0 0
0 1 · · · 0 0 0
0 0 · · · 0 0 0
...

...
. . .

...
...

...
0 0 · · · 0 1 0




.

Using the definition (6), the symbol coding rate of the above codes isNt.
A possible zero-forcing method to estimate the data symbol vector in (11) is to calculate

the Moore-Penrose pseudo-inverse of LDC encoding matrix

GLDC = [vec(A1), ..., vec(AQ)] . (13)

General matrix form Denote

Avec =
[

vec(AT
1 ) vec(AT

2 ) ... vec(AT
Q)
]
, (14)

Bvec =
[

vec(BT
1 ) vec(BT

2 ) ... vec(BT
Q)
]
, (15)

αvec =
[

α1 α2 ... αQ

]T
, (16)

βvec =
[

β1 β2 ... βQ

]T
, (17)
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θvec =
[

αT
vec βT

vec

]T
, (18)

Gvec =
[

Avec jBvec

]
, (19)

svec =
[

s1 · · · sQ

]T
. (20)

In this general case, we have

vec
(
ST

LD

)
= Gvecθvec. (21)

With constraint (9), we have

vec(ST
LD) = Avecsvec. (22)

There is a slight difference betweenAvec in (14) andGLDC in (13), i.e., the transpose
operations, and bothAvec andGLDC can encode LDC in different contexts, respectively.
Note that other format of encoding matrices may be obatined by permutating the columns
of one of the following matrices:Avec in (14),GLDC in (13), andGvec in (19).

In this chapter, under constraint (9),GLDC is called LDC encoding matrix.

1.2.4. LDC Decoding

Maximum likelihood decoding (MLD) [4,5] and MLD-like decoding, such assphere decod-
ing (SD) [6–9] have been primarily considered LDC decoding methods in literature. Note
that the worst case complexity of both MLD and SD is exponential, which may bepro-
hibitively expensive for practical applications. Although MLD and SD aremain methods
of LDC decoding, linear LDC decoding has been proposed with lower complexity under
some performance loss [3].

1.3. Numerical LDC Designs Based on Capacity Criteria

1.3.1. System Formulation by Hassibi and Hochwald

In [2], Hassibi and Hochwald considered space-time block fading channels. The numbers
of transmit and receive antennas are denoted asNt andNr, respectively. The basic LDC
system was originally formulated as follows [2]:

X =

√
ρ

Nt

Q∑

q=1

(αqAq + jβqBq)H + V, (23)

whereH ∈ CNt×Nr is the space time MIMO channel matrix,X ∈ CT×Nr is the received
signal matrix andV ∈ CT×Nr is the complex white Gaussian noise. The normalizaton√

ρ
Nt

ensures that the signal-to-noise-ratio (SNR) at each receive antennaρ is independent

of Nt. A matrix format of (23) can be written as

x =

√
ρ

Nt
Hθ + v, (24)
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where
θ = [α1, β1, ..., αQ, βQ]T ,

x =
[
Re
([

X
]
:,1

)
, Im

([
X
]
:,1

)
, ...,Re

([
X
]
:,Nr

)
, Im

([
X
]
:,Nr

)]T
,

v =
[
Re
([

V
]
:,1

)
, Im

([
V
]
:,1

)
, ...,Re

([
V
]
:,Nr

)
, Im

([
V
]
:,Nr

)]T
,

and

H =




A1h1 B1h1 · · · AQhNr
BQhNr

...
...

.. .
...

...
A1hNr

B1hNr
· · · AQhNr

BQhNr


 , (25)

Aq =

[
Re (Aq) − Im (Aq)
Im (Aq) Re (Aq)

]
, (26)

Bq =

[
− Im (Bq) −Re (Bq)
Re (Bq) − Im (Bq)

]
, (27)

hn =


 Re

([
H
]
:,n

)

Im
([

H
]
:,n

)

 . (28)

Remarks:

a) The above LDC system model (23) requires (Nt ×Nr) MIMO block fading channels
that are valid only when the channel is constant for at leastT channel uses.

b) The matrix model (24) is the same as Eq. (23) in [2] although the notations are
different. From (23) and (24), one can see that the knowledge of the channel is
required for LDC decoding.

1.3.2. Optimization Based on Capacity Criteria

Design Criterion 1 [2]

a) SelectQ ≤ min {Nt, Nr}T . AssumeE
(
θθT

)
= 1

2I2Q.

b) Select{Aq,Bq} to optimize

CLD (ρ, T, Nt, Nr)

= max
Aq ,Bq ,q=1,...,Q

1
2T E log det

(
I2NrT + ρ

Nt
HHT

)
(29)

for a SNRρ of interest, subject to one of the following constraints:
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a.

Q∑

q=1

{
tr
(
(Aq)

H
Aq

)
+ tr

(
(Bq)

H
Bq

)}
= 2TNt, (30)

b.

tr
(
(Aq)

H
Aq

)
= tr

(
(Bq)

H
Bq

)
=

TNt

Q
, q = 1, ..., Q, (31)

c.

(Aq)
H

Aq = (Bq)
H

Bq =
Tt

Q
INt

, q = 1, ..., Q. (32)

Note that the constraints (30), (31), and (32) are convex in the dispersion matrices since
they can be rewritten as

a)

Q∑

q=1

{
tr
(
(Aq)

H
Aq

)
+ tr

(
(Bq)

H
Bq

)}
≤ 2TNt, (33)

b)

tr
(
(Aq)

H
Aq

)
= tr

(
(Bq)

H
Bq

)
≤ TNt

Q
, q = 1, ..., Q, (34)

c)

(Aq)
H

Aq ≤ Tt

Q
INt

, (Bq)
H

Bq ≤ Tt

Q
INt

, q = 1, ..., Q, (35)

all of which are convex. However, the cost function,

f =
1

2T
E

(
log det

(
I2NrT +

ρ

Nt
HHT

))
(36)

is neither concave nor convex in the variables{Aq,Bq}, meaning that (29) might have local
maxima. In [2], the authors show that if not the global maxima, the local maxima is quite
close to actual channel capacity. The local maxima is obtained via constrained-gradient-
ascent method. Note that

Z = I2NrT + ρ
Nt

HHT

= I2NrT +

(
ρ

Nt

Q∑
q=1

[
Aqh

(
h
)T (Aq

)T ]
)

+

(
ρ

Nt

Q∑
q=1

[
Bqh

(
h
)T (Bq

)T ]
)

,

(37)
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whereAq =




Aq · · · 0
...

. ..
...

0 · · · Aq


 , Bq =




Bq · · · 0
...

.. .
...

0 · · · Bq


 , andh =




h1
...

hNr


 .

The gradient of the cost function,

f =
1

2T
E (log(det (Z))) , (38)

with respect to the spreading matricesRe (Aq), Im (Aq), Re (Bq), Im (Bq) is calculated
using

a)

[
∂f

∂Re(Aq)

]
a,b

= 2ρ
TNt

Nr∑
n=1

(
[Pq]a+(2n−2)T,b+(2n−2)Nt

+ [Pq]a+(2n−1)T,b+(2n−1)Nt

) , (39)

b)

[
∂f

∂Im(Aq)

]
a,b

= 2ρ
TNt

Nr∑
n=1

(
[Pq]a+(2n−1)T,b+(2n−2)Nt

− [Pq]a+(2n−2)T,b+(2n−1)Nt

) , (40)

c)

[
∂f

∂Re(Bq)

]
a,b

= 2ρ
TNt

Nr∑
n=1

(
[Rq]a+(2n−1)T,b+(2n−2)Nt

− [Rq]a+(2n−2)T,b+(2n−1)Nt

) , (41)

d)

[
∂f

∂Im(Bq)

]
a,b

= 2ρ
TNt

Nr∑
n=1

(
[Rq]a+(2n−2)T,b+(2n−2)Nt

+ [Rq]a+(2n−1)T,b+(2n−1)Nt

) , (42)

where

Pq = E
(
Z−1h

(
h
)T Aq

)
, (43)

and

Rq = E
(
Z−1h

(
h
)T Bq

)
. (44)
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1.4. Numerical Designs under Both Capacity and Diversity Criteria

1.4.1. System Formulation by Heath and Paulraj

In [10], the space time channel model is expressed as

Y =
√

Es

Q∑

q=1

HMqsq + V, (45)

whereMq = 1√
Nt

[Aq]
T = 1√

Nt
[Bq]

T is of sizeNt × T , H is a MIMO channel matrix
of size Nr × Nt, sn, n = 0, ..., N − 1 are data source symbols,V is a Nr × T ma-
trix whose columns represent realizations of an independently and identically-distributed
(i.i.d.) circular complex additive white Gaussian noise (AWGN) process with distribution
CN (0, N0INr

).
The model (45) can also be written as [10]

y =
√

EsHX s + v, (46)

whereX = [vec(M1), ..., vec(MQ)], H = IT ⊗ H, y = vec(Y), v = vec(V), s =

[s1, ..., sQ]T , andRs = Es

(
ssH

)
= IN .

1.4.2. Optimization under Both Capacity and Diversity Criteria

Capacity based criteria The dispersion matrices should satisfy the power constraints

tr





Q∑

q=1

Mq [Mq]
H



 = T, (47)

and more practically, each dispersion matrix is assume to contain the same power[10], i.e.

tr
{
Mq [Mq]

H
}

=
T

N
. (48)

The ergodic capacity of the AWGN system with Rayleigh fading for capacity-optimum
complex LDCs is given by [10]

Cc = max
Tr(XXH)≤NrT

1

T
EH

[
log det

(
INtT +

Es

No
HXXHHH

)]
(49)

We have the following design criterion based on optimal capacity.

Theorem 1 [10] Let Q = NtT . AnyX which satisfiesXXH = 1
NT

INT T is a capacity-
optimal LDC.

In the case ofQ < NtT , capacity may not necessarily be optimal , and the criterion in
Theorem 1 may be rewritten as [10]

XHX =
T

Q
IQ. (50)
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In the case ofQ < NtT , the capacity can be bounded by

Ic|X =
1

T
EH

[
log det

(
INrT +

Es

No
HXXHHH

)]
, (51)

whereIc|X ≤ Cc.

Theorem 2 [10] The mutual information achieved by using any frame-basedX is bounded
by

1
T E

Q∑
q=1

[
log
(
1 + Es

NtNo
λ2

k+NtT−Q

)]
≤

Ic|X ≤ 1
T E

Q∑
q=1

[
log
(
1 + Es

NtNo
λ2

k

)] , (52)

whereλk is thek-th singular value ofH, and the expectation is taken over the distribution
of the singular values.

diversity based criteria LDCs proposed in [2] and discussed in Section 1.4. only opti-
mize the ergodic capacity, and thus does not necessarily lead to good error performance.
In [10], both capacity and error probability criteria have been considered. In a vector
AWGN channel, maximum-likelihood (ML) decoding rule is written as

ŝ = arg min
s∈S

∥∥∥y −
√

EsHX s

∥∥∥
2

2
, (53)

whereS is the set of all possible vector symbols.
For high SNR, the Chernoff upper bound on the average probability thatmatrix code-

wordS is mis-decoded aŝS is

P
(
S → Ŝ

)
<

1
(

Es

4No

)rank(Rs)Nr
rank(Rs)∏

n=1
(λn)Nr

, (54)

whereRs =
(
S − Ŝ

)(
S − Ŝ

)H
, and{λn} is the eigenvalue ofRs.

Denote the transmitted sequence{sq} corresponding toS and the erroneous received
sequence{rq} corresponding tôS. The matrixRs is derived as

Rs =




Q∑

q=1

Mq (sq − rq)




∗


Q∑

q=1

Mq (sq − rq)




T

=

Q∑

q1=1

Q∑

q2=1

[Mq1 ]
∗
Mq2 (eq1)

∗ eq2 ,

(55)

whereeq = sq − rq.
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Theorem 3 [10] The diversity order of a linear code is less than or equal to
Nr min {Nt, T}.

Design Criterion 2 High SNR Near-Optimal LDCs: For a code, choose{Mq}Q
q=1 to sat-

isfy the tight frame relationship in (50). Within this class of codes, search for the design
that maximizes the minimum rank and product of nonzero singular valuesof matrixRs.

ForT 6 Nt, under the conditions (30), (31), and (32), the design constraints forDesign
Criterion 2 are

a)

tr





Q∑

q=1

Mq [Mq]
H



 = T, (56)

b)

tr
{
Mq [Mq]

H
}

=
T

N
, q = 1, ..., Q, , (57)

c)

[Mq]
H

Mq =
1

N
IT , q = 1, ..., Q. (58)

Numerical code design Under capacity criterion, frame based code designs aim to find
matrices that satisfies (50), and two relevant methods are provided in [10]:

a) Projection: For anNtT × Q matrixA, frameX is constructed using

X =

√
T

Q
A
(
AHA

)−1/2
. (59)

Note that, if A = QR is the QR-decomposition ofA, Q follows Q =

A
(
AHA

)−1/2
.

b) Householder transformation:

Denote

v(m) =
[
0, ..., 0, 1, v

(m)
1 , ..., v

(m)
NtT−m

]
(60)

for m = 1, ..., NtT , the corresponding Householder reflection is

Vm = INtT − 2v(m)
(
v(m)

)H
∥∥v(m)

∥∥2 . (61)

DenoteU = DV1V2...VNtT , whereD is a diagonal matrix of arbitrary complex

exponentials, and letZ =

[
IQ

0(NtT−Q)×Q

]
, the frameX is constructed usingX =

√
T
QUZ.
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According to one of the above frame construction procedures, dispersion matrices are
optimized using the frame-constraint with respect to the rank and determinantcriteria:

a) Global Optimization: Let̂D and
{
v̂(m)

}Q

m=1
be an initial set of Householder param-

eters with the structure in (60). LetK 6 min {Nt, T} be the minimum required rank

of the LDC. Find
{
v(m)

}Q

m=1
such that

J (X ) = min
e∈E

K∏

i=0

λi(Rs(e)) (62)

is maximized subject to the constraint

rank (Rs(e)) > K (63)

for ∀e ∈ E , where

E =

{
sk − sl

∣∣∣∣∣
sk ∈ S, sl ∈ S,

k 6= l

}
.

The convergence of this optimization procedure is not guaranteed since

a. the cost function is a nonlinear function of the Householder parameters;

b. it is non-convex due to maximizing the minimum taken over a discrete space.

b) Basis Selection: LetI be the set of all possible subsets ofQ columns of aNtT ×NtT

unitary matrix. By construction,|I| =

(
NtT
Q

)
. Denote the matrix formed by the

i-th subset inI asXi. The basis selection algorithm is chosen such that (62) is
maximized subject to the constraint (63).

The advantage basis selection is low complexity. However, it is not useful for Q =
NtT , since there is only one possible combination of columns.

c) Random search may improve sampling of the space of frames. Two random search
methods are provided in [10]:

Random Search 1GenerateL realizations ofA from some distribution, for exam-
ple, the multivariate complex Gaussian distribution. From all the possibleA ma-
trices, calculateX using (59) such that(62) is maximized subject to the constraint
(63).

Random Search 2ConsiderL candidate realizations of aNtT ×Q random matrix
A, and letε be some stopping value. For each candidate matrixA, calculateX
using (59). Then, extract{Mq}Q

q=1 fromX , and letM̂q = Mq

(
(Mq)

H
Mq

)−1/2

and scale appropriately. Repeat the procedure forX =
[
vec(M̂1), ..., vec(M̂Q)

]

until
∥∥∥XHX − T

QIQ

∥∥∥ < ε. Choose theX generated from the realizations ofA that

maximizesJ (X ) subject to constraint (63).

Random Search 2 typically converges quickly by enforcing a convex constraint with
respect to the dispersion matrices [10].
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1.5. Algebraic Designs of LDC

Numerical designs of LDC, as discussed in previous subsections of this chapter, do not have
closed algebraic forms. This subsection concentrates on more desirable high-rate algebraic
designs of LDC, and presents a systematic survey of algebraic designs of LDC. Prior to
the discussion, it is necessary to explain a new term, non-vanishing determinant (NVD),
which has recently been introduced as a new method for designing block based complex
space-time code (BCSTC) [11–18].

One NVD design should satisfy two requirements

a) full diversity,

b) NVD condition.

The NVD condition is to ensure

∆min =
(
mindet

(
SLDC (SLDC)H

)
|∀SLDC

)
6= 0, (64)

and there existsϕ such that∆min > ϕ > 0 for un-normalized data symbols of arbitrary
size carved in a finite set. In other words,ϕ does not depend on the spectral efficiency of
the code. Note that (55) is different from product criterion [19] whichensures that

(
mindet

((
S

(a)
LDC − S

(b)
LDC

)(
S

(a)
LDC − S

(b)
LDC

)H) ∣∣∣∀S(a)
LDC ,S

(b)
LDC

)
6= 0 (65)

for source data symbol pair∀s(a), s(b),
(
s(a) − s(b)

)
6= 0. Denote the set containing all

LDC codewords asSLDC . The criterion (64) is equivalent to (65) only if

∀S(a)
LDC ∈ SLDC ,S

(b)
LDC ∈ SLDC ⇒

(
S

(a)
LDC ± S

(b)
LDC

)
∈ SLDC . (66)

Thus, the criterion (64) is weaker than the criterion (65), since (66) may not always hold
for non-orthogonal LDC. However, (64) may provide a more convenient way to designing
good codes using the algebraical approach. Code designs satisfying condition (65) are
called infinite code, denote asC∞ [16].

NVD designs usually choose QAM or HEX [20] as source symbols [11–18]. The un-
normalized QAM or HEX symbols are defined as [18]

AQAM =

{
a + jb

∣∣∣∣
|a| ≤ (M − 1) , |a| ≤ (M − 1) ,
a, bodd

}
,

AHEX =

{
a + ω3b

∣∣∣∣
|a| ≤ (M − 1) , |a| ≤ (M − 1) ,

a, bodd,ω3 = ej2π/3

}
.

A majority of high-rate algebraic designs of LDC are based on diversity criterion using
layered or threaded structure, and the related research undergos three stages:

a) full diversity codes of symbol rateRsym
LDC = 1, which do not satisfy NVD crite-

ria: Damen et. al. proposed diagonal algebraic space-time (DAST) codesusing the
combination of rotated constellations and the Hadamard transform [21]. They also
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constructed a space-time block code ofRsym
LDC = 1 over Nt = 2 transmit anten-

nas andT = 2 symbol periods using algebraic number theory in [22]. Xin et. al.
employed algebraic number theoretic tools to design linear space-time constellation-
rotating (ST-CR) block codes [23] or space-time linear constellation precoding [24]
of Rsym

LDC = 1.

b) full diversity codes of symbol rate1 < Rsym
LDC ≤ Nt, which do not satisfy NVD cri-

teria: Ma and Giannakis designed a layered space-time (ST) scheme equipped with
linear complex field (LCF) coding full-diversity full-rate (FDFR) codes ofsymbol
rate ofNt for the data symbols carved from integer ring, which rely on the concate-
nation of two bandwidth efficient modules: the outer one implements LCF coding per
layer and feeds the inner one which performs a circular form of layeredST multiplex-
ing [25]. Gamal and Damen developed a framework based on the threadedlayering
concept, referred to as threaded algebraic space-time (TAST) coding of symbol rate
up toNt. Within the TAST framework, the authors recognized a special class of codes
which use algebraic number-theoretic constellations as component codes for more
general data symbols carved from eitherZ (i) or Z

(
ei2π/3

)
[26]. In [27], Sethuraman

et. al. presented some general techniques for constructing full-rank, minimal-delay
code with symbol rate up toNt over a variety of signal sets for arbitrary number
of transmit antennas using commutative division algebras (field extensions)as well
as using noncommutative division algebras of the rational field embedded in matrix
rings.

c) full diversity codes of symbol rateRsym
LDC 6 Nt, which satisfy NVD criteria: The

research on NVD-related codes in the related literature can be categorized into three
stages:

a. codes of symbol rate2 for Nt = 2 transmit antennas andT = 2 symbol periods:
the first found NVD code, named Golden Code, is a space-time code for 2
transmit and 2 receive antennas for the coherent MIMO channel, and has been
studied independently in [11], [12], and [13].

b. codes of symbol rateRsym
LDC 6 Nt for certain number of transmit antennas:

Wang et. al. have proposed a systematic and general structure of NVD multi-
layer cyclotomic spacetime code design [14]. Several cases of optimality have
been analyzed [14]:

i. Optimal single-layer (diagonal) cyclotomic spacetime codes have been
found for a certain number ofNt transmit antennas, whereNt =
φ (3n) /φ (3), whereφ (3n) is the Euler number ofn.

ii. The optimal full rate cyclotomic spacetime codes for two and three trans-
mit antennas have been obtained. Optimal two-layer cyclotomic spacetime
codes have been obtained for three and four transmit antennas.

In [15], based on cyclic division algebras, Kiran et. al. presented a systematic
technique for constructing STBC-schemes with non-vanishing determinantfor
certain number of transmit antennas of the form2k, 3 · 2k, 2 · 3k, qk(q − 1)/2,
whereq is any prime of the form4s + 3.
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In parallel to the work mentioned above, Oggier et. al. introduced the notion of
perfect spacetime block codes (STBCs), which are NVD codes for 2, 3, 4, and
6 antennas [16].

In [17], Liao and Xia presented a transformation technique to improve the nor-
malized diversity product for a full rate algebraic spacetime block code (STBC)
by balancing the signal mean powers at different transmit antennas. It was
shown in [17] that the normalized diversity product of the transformed code
with the multi-layer structure is better than that of the transformed code with
the cyclic division algebra structure. A new full rate algebraic STBC with
multi-layer NVD structure with a larger normalized diversity product for three
transmit antennas has been presented [17].

c. for arbitrary number of transmit antennas: as an extension ofn×n NVD perfect
space-time codes, Elia has constructed NVD perfect codes for all channel di-
mensions, and extended the notion of a perfect code to the rectangular case [18].

1.6. Precoding Designs for LDC under Correlated MIMO Channels

1.6.1. Introduction

Under correlated space-time MIMO channels, LDC designed for i.i.d. MIMOchannels
may not work ideally. Due to simple structure, precoding for orthogonal space-time block
codes [28, 29] has been investigated extensively and thoroughly [30–35]. Note that there
exists a number of super non-orthogonal LDC designs for uncorrelated MIMO channels.
However, due to difficulties intrduced by non-orthogonality, only very limitedwork have
been done to exploit feedback resources for non-orthogonal LDC [36–38]. Sayeed et. al.
provided capacity and pairwise error probability (PEP) analysis of LDC based on a unitarily
equivalent eigen-domain representation of correlated MIMO fading channels [36]. In [36],
LD are encoded via a family of structured code generator matrices, whosegenerator matri-
ces is parameterized by three unitary matrices that determine the space-time structure of the
codes and a diagonal power-shaping matrix. Hayes and Caffery also provided a two-stage
DCC design procedure to utilize statistical channel knowledge to provide significantly im-
proved capacity and bit error rate performance over LDC codes in the presence of channel
correlations [37]. Vu and Paulraj proposed linear precoder designsexploiting channel mean
and transmit antenna correlation in (MIMO) wireless system [38].

In the following, the work [38] by Vu and Paulraj is introduced in more details, since
analytical precoding solutions for general non-orthogonal LDC are more thoroughly dis-
cussed in [38].

1.6.2. System Model

In [38],

a) the non-zero mean space-time MIMO channel model is defined as

H = Hm + HwR
1/2
t , (67)
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where channel mean isHm =
√

K/ (K + 1)H0, transmit correlation matrix isRt =

(1/ (K + 1))R0, Hw ∼ CN
(
0, σ2INr×Nt

)
, tr
(
(H0)

H
H0

)
= NtNr, tr (R0) =

Nt.

b) the system equation is

Y = HWC + V, (68)

where

a. precoding matrixW follows

tr
(
WWH) = 1, (69)

b. LDC codeword can be equivalently written asC =
√

P
Nt

(SLDC)T , whereP

is the sum transmit power,

c. additive complex Gaussian noise isV ∼ CN
(
0, σ2INr

)
.

c) Maximum-likelihood (ML) decoding is performed as

Ĉ = arg min
C∈C

∥∥∥Y −
√

PHWC

∥∥∥
2

F
, (70)

whereC is the LDC codebook, and the subscriptF denotes the Frobenius norm.

1.6.3. Precoding Design Criteria

The Chernoff bound of pairwise error probability (PEP) over codeword pair{
C, Ĉ,C 6= Ĉ

}
for the ML decoding (70) is [38]

P
(
C → Ĉ

)
< exp


−

∥∥∥Y − HW
(
C − Ĉ

)∥∥∥
2

F

4σ2


 . (71)

DenoteA = 1
P

(
C − Ĉ

)(
C − Ĉ

)H
, the Chernoff bound in (71) can then be written

as

f (H,A,W) = exp
(
−ρ

4
tr
(
HWA (W)H (H)H

))
., (72)

where SNR isρ = P
σ2 . The Chernoff bound expression (71) is monotonic in codeword dis-

tanceA. Two optimization criteria based on the codeword distance selection are considered
in [38]:

a) minimum pairwise distance: when the minimum-distance codeword pairs is not small
with high probability, these pairs will dominate the error performance, consequently,
the minimum-distance design

F = arg min
F

{
max
A

EH [f (H,A,W)]

}
(73)

will lead to a reasonable overall performance gain. Note that criterion (73) was also
given in [30].
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b) average distance over all codeword pairs: when the minimum-distance codeword
pairs is not small with low probability, average distance over all codeword pairs may
become important. An average-distance measure was proposed in [38] as

A =
1

PT
E

[(
C − Ĉ

)(
C − Ĉ

)H]
=

1

PT

∑

a 6=b

pa,b∆a,b (∆a,b)
H , (74)

where∆a,b = C(a)−C(b), andpa,b is the probability of the pair
{
C(a),C(b)

}
among

all pairs of distinct codewords.

The average distance criterion provided in [38] is

F = arg min
F

{
max
A

EH [f (H, E [A] ,W)]

}
. (75)

Since the average distance may lead to a smaller value of the Chernoff bound(74)
compared to the minimum distance, the gain obtained using the average distance
criterion may not be guaranteed to be the minimum precoding gain of the system.
However, with the average distance approach for nonorthogonal STBCs or LDCs, it
is more appropriate to approximateA as a scaled-identity matrix [38].

The probability density distribution of the non-zero mean channel is [38]

g (H) =
exp

(
−tr
(
(H − Hm)H R−1

t (H − Hm)
))

πNtNr det (Rt)
Nr

. (76)

The average PEP of (72) over channel statistics is bounded by [38]

P e 6

exp
(
−tr
(
Hm (W)−1 (Hm)H

))

det (Rt)
Nr

exp
(
−tr
(
HmR−1

t (Hm)H
))

, (77)

where

W = −ρ

4
tr
(
RtWA (W)H Rt

)
+ Rt. (78)

1.6.4. Problem Formulation and Analysis

Since minimizing the bound in (77) is equivalent to minimizing the logarithm of this bound,
after ignoring the constant terms, the convex objective function in the matrix variableW is
obtained as [38]

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) . (79)

Combining this objective function with the precoding power constraint (69),an opti-
mization problem for designing can be formulated as [38]

min
F

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) (80)
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a) W = −ρ
4 tr
(
RtWA (W)H Rt

)
+ Rt

b) tr
(
WWH) = 1

This problem is not convex inW due to the nonlinear power constraint. To tackle this
problem, we can add one more power constraint [38]

tr
(
WAWH) = γ, (81)

whereγ is a positive constant, and then apply different relaxations to obtain the precoder
analytically.

Note that tr(AB) 6
∑
i

λi (A)λi (B) [39]. Therefore

γ = tr
(
WAWH) = tr

(
WHWA

)
6
∑

i

λi

(
WHW

)
λi (A), (82)

where the equality occurs when the eigenvectors ofWHW are the same as those ofA.
We perform

a) the singular value decomposition ofW asW = UD (V)H,

b) eigenvalue decomposition ofA asA = UAΛA

(
UA

)H
.

This equality condition can be achieved if

V = VA. (83)

The equality condition in (82) is fulfilled ifλi

(
WAWH) = λi

(
WHW

)
λi (A) [38].

In this case, the problem is then equivalent to the following problem [38]

min
B

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) (84)

subject to

a)

W = −ρ

4
tr (RtBRt) + Rt, (85)

b)
∑

i

ξiλi (B) = 1, (86)

c)

B � 0, (87)
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whereB = WAWH, andξi = (λi (A))−1 are the inverses of the nonzero eigenvalues of
A.

However, the new formulation (85) is not convex inB due to the nonlinear equality
constraint involving the eigenvalues ofB. The authors in [38] relaxed this constraint to
obtain an analytical precoder solution which may be non-optimal. Two different relaxation
methods presented in [38] are summarized as follows:

a) Minimum eigenvalue relaxation method: the problem is relaxed using
∑
i

ξiλi (B) 6

∑
i

ξmaxtr (B), whereξmax = max {ξi}. This approach is equivalent to approximat-

ing A as an identity matrix, scaled by the minimum nonzero eigenvalue ofA. This
approximation effectively produces a smallerW (in the positive semidefinite sense),
hence loosening the upper bound on the PEP in (12). The problem formulation be-
comes the same form as that of orthogonal STBC, i.e.,

min
F

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) (88)

subject to

a.

W = −µ0ρ

4
tr
(
RtW (W)H Rt

)
+ Rt, (89)

b.

tr
(
WWH) = 1, (90)

where the value forµ0 is

a. for the minimum-distance design,µ0 = min
B

{
λmin

(
∆(a,b)

(
∆(a,b)

)H)}
,

b. for the average-distance design,µ0 = λmin

(
A
)
6= 0.

The problem can be further formulated in terms ofW:

min
W

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) (91)

subject to

a.

tr
((

(Rt)
−1

W (Rt)
−1 − (Rt)

−1
))

= η0, (92)

b.

(Rt)
−1

W (Rt)
−1 − (Rt)

−1
> 0, (93)

whereη0 = µ0ρ
4 .

This relaxation method is suitable forA with reasonably small condition number.
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b) Trace relaxation method: this relaxation method is to substitute linear constraint

tr
((

ΛA

)−1
B
)

= 1 for (86) in order to ensure the problem to be convex. How-

ever,
∑
i

tr (AB) >
∑
i

λN−i+1 (A)λi (B), and thus tr
(
WWH)

6 1, which may

result in a precoder with the total transmit power less than the original constraint
(69). This can be resolved using a scaling factor to reach the power constraint. The
optimization problem forW becomes

min
W

J = tr
(
Hm (W)−1 (Hm)H

)
− Nr log det (W) (94)

subject to

a.

tr
((

ΛA

)−1
(
(Rt)

−1
W (Rt)

−1 − (Rt)
−1
))

=
ρ

4
, (95)

b.

(Rt)
−1

W (Rt)
−1 − (Rt)

−1
> 0. (96)

1.6.5. Remarks for Precoder Solutions

As in [38], the problem formulations{(91),(92),(93)} and{(94),(95),(96)} for minimum
eigenvalue relaxation and trace relaxation methods can be solved analytically. Generally
speaking, the precoder solutions should match the properties of both LDC and channel
through matching singular vectors. We have the following remarks:

a) The precoder beam directions (the left singular vectors) depend only on the transmit
channel side information (CSIT) [38].

b) The input shaping matrix (the right singular vectors) depends only on the precoder
input signal - the LDC structure [38].

c) The power allocation, which can be allocated using dynamic water filling, depends
on both LDC and channel [38].

1.7. Distributed LDC for Cooperative Communications

1.7.1. Introduction

Recently, relay based cooperative wireless communications have been attracting significant
attention. One of promising cooperative techniques are relay based space-time coding. In
[40], spatial diversity using relay based space-time code design are analyzed using capacity
based outage bound. Jing and Hassibi in [41] used a two-stage relay based protocol, where
in one stage the transmitter sends information and in the other, the relays encode their
received signals into a distributed LDC, and then transmit the coded signals tothe receive
node. The diversity properties of distributed LDC were analyzed in [41]. In the following,
distributed LDC approaches in [41] will be described.
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1.7.2. System Model

The wireless network considered in [41] hasR+2 nodes, including one transmit node, one
receive node, andR relay nodes. Every node has a single antenna, which can be used for
both transmission and reception in half-duplex mode. The transmitter sends a signal vector
s, wheres = [s1, ..., sT ]T , of sizeT × 1 over a period ofT symbols. The receive vectorri

at i-th relay is

ri =
√

P1Tfis + vi, (97)

wherefi is the channel from the transmitter to thei-th relay,vi is the noise vector at thei-th
relay,P1 is transmit power of the transmit node. The receive node receives signal vectors
from all R relay nodes over another period ofT symbols, and the receive vectorri at the
receive node is [41]

x =
R∑

i=1

giti + w, (98)

wheregi is the channel from thei-th relay to the receive node,w is the noise vector at the
receive node. We assume thatfi, gi, vi, andw are independent complex Gaussian random
variables with zero-mean and unit-variance. The receive signal vectorri at i-th relay is
encoded by

ti =

√
P2

P1 + 1
Airi, (99)

whereP2 is transmit power of each relay node. The receive vectorx is written as [41]

x =
R∑

i=1

giti + wi

=

√
P1P2T

P1 + 1

R∑

i=1

(Aigifis) +

√
P2

P1 + 1

R∑

i=1

(giAivi) + wi

=

√
P1P2T

P1 + 1
Sh̃ + w̃,

(100)

whereS = [A1s, ...,ARs], h̃ =




g1f1
...

gRfR


, andw̃ =

√
P2

P1+1

R∑
i=1

(giAivi) + w.

In [41], 2-D space-time dispersion matrices are not provided.{Ai, i = 1, ..., R} in (99)
and (100) are not space-time 2-D dispersion matrices. Rather, they are encoding matrices
for 1-D dispersion codes over aT symbol period for thei-th relay. However, the corre-
sponding 2-D space-time dispersion matrices can be constructed using

[Aq]t,i = [Bq]t,i = [Ai]t,q , (101)

whereq = 1, ..., T , t = 1, ..., T , andi = 1, ..., R.
In [41], {Ai, i = 1, ..., R} are assumed to be unitary matrices, thusw̃ is both spatially

and temporally white sincevar (w̃) =

(
1 + P2

P1+1

R∑
i=1

(
|gi|2

))
IT .
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1.7.3. PEP, Power Allocation, and Diversity

The maximum-likelihood (ML) decoding rule of the system is [41]

arg min
sk

P (x|sk) = arg min
sk

∥∥∥∥∥Y −
√

P1P2T

P1 + 1
Skh̃

∥∥∥∥∥

2

F

. (102)

Theorem 4 With the ML decoding in (102), the PEP, averaged over the channel coeffi-
cients, of mistakingsk by sl has the following Chernoff bound [41]

P (sk → sl) 6 E{gi,fi} exp


−

P1P2T
(
h̃
)H

(Sk − Sl)
H (Sk − Sl) h̃

4

(
1 + P1 + P2

R∑
i=1

(
|gi|2

))


 . (103)

Integrating overfi, the bound becomes [41]

P (sk → sl) 6 E{gi}


det


IR +

P1P2TMG

4

(
1 + P1 + P2

R∑
i=1

(
|gi|2

))







−1

, (104)

whereM = (Sk − Sl)
H (Sk − Sl) andG = diag

{
|g1|2 , ..., |gR|2

}
.

Sinceg =
R∑

i=1

(
|gi|2

)
has gamma distribution, (104) can be approximated as [41]

P (sk → sl) 6 E{gi}

[
det

(
IR +

P1P2TMG

4 (1 + P1 + P2R)

)]−1

. (105)

Thus, the Chernoff bound is approaches the minimum value if

P1 = RP2 =
P

2
. (106)

Denote the minimum nonzero singular value of M asσ2
min. After applying the power

allocation (106), (104) is further approximated as [41]

P (sk → sl) 6

(
16R

Tσ2
min

)rank(M)

P
−rank(M)

�
1− log log P

log P

�
. (107)

In the case of full rank M, the correspoding diversity gain is

min {T, R}
(
1 − log log P

log P

)
.
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1.7.4. General Distributed LDC

In the previous introduction,{Aq = Bq, q = 1, ..., T} have been considered. Now, we
address a more general case in whichAq 6= Bq. The receive signal vectorri at thei-th
relay is encoded by [41]

ti =

√
P2

P1 + 1
(Airi + Bi (ri)

∗) , i = 1, ..., R, (108)

whereAi, Bi areT × T matrices.
Denote

Di =

[
Re (Ai) + Re (Bi) −Im (Ai) + Im (Bi)
Im (Ai) + Im (Bi) Re (Ai) − Re (Bi)

]
,

Gi =

[
Re (gi) IT −Im (gi) IT

Im (gi) IT Re (gi) IT

]
,

F i =

[
Re (fi) IT −Im (fi) IT

Im (fi) IT Re (fi) IT

]
,

and

Rk = GkDk

[
Re (sk − sl) −Im (sk − sl)
Im (sk − sl) Re (sk − sl)

]
.

The system equation can now be written in real-valued form as [41]

x =

√
P1P2T

P1 + 1
Hθvec + W, (109)

whereH =
R∑

i=1

[
GiDiF i

]
, W =

[
Re (w)
Im (w)

]
+
√

P2
P1+1

R∑
i=1

[
GiDi

[
Re (vi)
Im (vi)

]]
, θvec =

[
Re (s)
Im (s)

]
, andx =

[
Re (x)
Im (x)

]
.

Theorem 5 [41] Design the transmit signal at thei-th relay as in (108). The ML decoding
is

arg min
si

P (x|si) = arg min
si

∥∥∥∥∥x −
√

P1P2T

P1 + 1
Hθvec,i

∥∥∥∥∥

2

F

.

Use the optimum power allocation given in (106). IfP ≫ 1, integrating overfi, the PEP
of mistakingsk by sl can be upper bounded by

P (sk → sl) ≤ E{gi}


det


I2R +

PT
R∑

i=1

(
Rk (Rk)

T
)

8

(
R +

R∑
i=1

(
|gi|2

))







−1/2

. (110)
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1.8. LDC Designs for Single Stream Communications in Frequency Selective
Channels

1.8.1. Introduction

LDC designs for space-time block fading channels have been discussedin the previous parts
of this chapter. Here, we introduce LDC designs in frequency selectivechannels. In high
data rate broadband communications, signals often experience frequency selective fading,
introducing inter-symbol interference (ISI). There are two class of block based communi-
cations technologies (both using guard intervals) to tackle this problem

a) orthogonal frequency division multiplexing (OFDM) [42]: there are two types of
OFDM, cyclic-prefix (CP) OFDM and zero-padded (ZP) OFDM. By serial-to-parallel
(S/P) conversion, CP-OFDM, accepted as a key technique in multiple industrial stan-
dards for high-data-rate communications [43–47], transforms a single wideband mul-
tipath channel into multiple parallel narrowband flat fading channels, enabling sim-
ple equalization [48]. ZP-OFDM guarantees symbol recovery and assures FIR (even
zero-forcing (ZF)) equalization of FIR channels regardless of the channel zero loca-
tions [48].

b) single-carrier block communications (SCBC): there two types of SCBC considered,
cyclic-prefix single-carrier modulation (CP-SCM) and zero-padded single-carrier
modulation (ZP-SCM). CP-SCM, accepted as an option in IEEE 802.16 standard
[46], utilizes frequency-domain equalization (FDE) with similar lower complexity
to CP-OFDM, due to its use of the computationally-efficient fast Fourier transform
(FFT). Time-domain equalization may be applied in ZP-SCM systems [49].

Note that uncoded OFDM cannot provide the same order of diversity as uncoded single-
carrier systems in severe frequency-selective fading environments, since the frequency re-
sponses of channel space branches differ from one another. Onetechnique to mitigate this
problem is the combination of interleaving and forward error correction across all subchan-
nels at the price of reduced bandwidth efficiency, i.e., coded OFDM (COFDM) [50–55]. As
an alternative to error control coding, linear precoding has been proposed to be combined
with OFDM to exploit frequency diversity [56,57]. To further improve performance, linear
constellation precoding [24] was recently proposed to work in conjunctionwith OFDM,
known as LCP-OFDM, to maximize not only frequency diversity gain but also coding
gain [58]. However, LCP-OFDM is not able to exploit time diversity over different OFDM
blocks in the channels.

Recently, LDC-OFDM including LDC-CP-OFDM and LDC-ZP-OFDM have been pro-
posed to achieve full time and frequency diversity with high spectral efficiency [3,59]. LDC
were also proposed to be applied to SCBC as LDC-SCM, including LDC-CP-SCM and
LDC-ZP-SCM, to exploit high diversity available in the channels [60, 61].Note that both
LDC-OFDM and LDC-SCM are designed for single antenna transmission systems.

1.8.2. Wideband Channel Model

Assume the communications channel experiences frequency-selective fading, and the chan-
nel for thek-th OFDM/SCM block is modeled as anLth-order FIR filter with impulse re-
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sponseh(k) =
[
h

(k)
0 , ..., h

(k)
L

]T
. Channel coefficients are constant within one OFDM/SCM

block but vary statistically independently across different OFDM/SCM blocks. Each
OFDM/SCM block is of sizeP = NC +Ng, including a data symbol block of sizeNC and

a guard interval of sizeNg ≥ L to avoid inter-block interference. DenoteH
(k)
p as thep-th

frequency domain subcarrier channel gain during thek-th OFDM/SCM block, and

H
(k)
p =

L∑
l=o

h
(k)
l e−j(2π/Nc)l(p−1), or H

(k)
p = [wp]

T
h(k), where wp =

[
1, ωp−1, ω2(p−1), · · · , ωL(p−1)

]T
andω = e−j(2π/Nc). The additive noise is circularly

symmetric, zero-mean, complex Gaussian with varianceN0. Assume additive noise is sta-
tistically independent for differentk, andρ is the normalized signal to noise ratio (SNR).

a) OFDM case: denotes(k)
OFDM(p), p = 1..., NC as the LDC-encoded symbol transmit-

ted on thep-th subcarrier during thek-th OFDM block. The receiver experiences
additive complex Gaussian noise. Before transmission, a guard interval (e.g., cyclic
prefix (CP)) is added to each OFDM block. After FFT processing, the received sym-
bol is

x(k)
p =

√
ρH(k)

p s
(k)
OFDM(p) + v(k)

p , p = 1, ..., Nc. (111)

The CP-OFDM system may also be written in block matrix form as

x(k) =
√

ρD
(k)
H

s
(k)
OFDM + v(k), (112)

wherex(k) andv(k) are the frequency domain received signal and noise vectors, re-
spectively,D(k)

H
= FNC

H(k) [FNC
]H = diag(H

(k)
1 , ..., H

(k)
NC

), where
[
H(k)

]
m,n

=

h
(k)
((m−n) mod NC

.

When zero-padding (ZP) is used as the OFDM guard interval, orthogonality is de-
stroyed, and the system model does not have a simple form as shown in (111). How-
ever, the ZP-OFDM system model can be expressed in block matrix form in the time
domain as

x
(k)
ZP OFDM =

√
ρH

(k)
0 [FNC

]H s
(k)
OFDM + v

(k)
ZP OFDM

, (113)

with thek-th received ZP-OFDM blockx(k)
ZP OFDM ∈ CP×1, and the frequency se-

lective channel matrixH(k)
0 ∈ CP×NC corresponding to thek-th OFDM block. The

Toeplitz channel matrixH(k)
0 is guaranteed to be invertible, regardless of the chan-

nel zero locations [48]. Zero-mean white additive complex Gaussian noisevector is
represented byv(k)

ZP OFDM .

b) SCM case: denotex(k)
SC as the channel data symbol vector transmitted during the

k-th SCM block of sizeNC × 1 , and x
(k)
SC =

[
x

(k)
SC(1), ..., x

(k)
SC(NC)

]T
, where

x
(k)
SC(p), p = 1, ..., NC is thep-th data symbol of thek-th SCM block in sequence.

Before transmission, a cyclic prefix (CP) guard interval is appended to each CP-SCM
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block. The CP is then removed at the receiver. The effective channelof thek-th SCM
block is a circulant matrixH(k)

CP SC with elements
[
H

(k)
CP SC

]
a,b

= h
(k)
((a−b) mod NC).

The CP-SCM block system can be modeled as

r
(k)
CP SC =

√
ρH

(k)
CP SCx

(k)
SC + v

(k)
CP SC , (114)

wherer(k)
CP SC is the received block after CP removal, andv

(k)
CP SC is the correspond-

ing noise vector.

At the receiver, the received blockr(k)
CP SC is first processed by an FFT to gener-

ate blocky(k)
CP SC = FNC

r
(k)
CP SC . Due to its circulant property,H(k)

CP SC can be
decomposed as

H
(k)
CP SC = [FNC

]H D
(k)
CP SCFNC

,

whereD(k)
CP SC is diagonal with

[
D

(k)
CP SC

]
pp

=
L∑

l=0

h
(k)
l exp (−j2πl(p − 1)/NC) .

The frequency domain system equation can be expressed as

y
(k)
CP SC =

√
ρD

(k)
CP SCFNC

x
(k)
SC + FNC

v
(k)
CP SC . (115)

the ZP-SCM system model does not have a simple frequency domain format shown
in (115). However, the ZP-SCM system model can be written in block matrix form
in the time domain as,

r
(k)
ZP SC =

√
ρH

(k)
ZP SCx

(k)
SC + v

(k)
ZP SC , (116)

where H
(k)
ZP SC represents a Toeplitz convolution matrix with

[
H

(k)
ZP SC

]
a,b

=

h
(k)
(a−b), wherer

(k)
ZP SC is the received block of sizeP × 1, and is the correspond-

ing noise vector of sizev(k)
ZP SC .

1.8.3. Coded Block Construction

a) One LDC-OFDM block consists ofT adjacent OFDM blocks. An LDC-OFDM block
includesD LDC codewords, each with LDC matrices occupyingNF (i) subcarriers

andT OFDM blocks∈ CT×NF (i) , i = 1, ..., D, with
D∑

i=1
NF (i) = NC . In OFDM

systems, since the number of subcarriers is typically much larger than the number
of antennas in space-time MIMO systems, the LDC-OFDM system has freedom to
choose larger dispersion matrices and exploits low correlation across OFDM subcar-
riers.

One LDC-OFDM block is organized into the matrixSLDC−OFDM of sizeNC × T ,

SLDC−OFDM =
[
s
(1)
OFDM , ..., s

(T )
OFDM

]
, wheres

(k)
OFDM is thek-th OFDM block
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symbol vector of size1×NC , and represents the transmitted complex symbol vector
before inverse Fourier transformation (IFFT) in the transmitter for thekth OFDM
transmitted block. Elementss(k)

OFDM consist of all theD row vectorsS(i)
LDC(k,.), i =

1, ..., D, whereS(i)
LDC(k,.) ∈ C1×NF (i) is thek-th row of thei-th LDC matrix code-

wordS
(i)
LDC in a single LDC-OFDM block. WhileS(i)

LDC(k,.) occupiesNF (i) subcar-
riers, it is not necessary that these subcarriers be spectrally adjacent.

b) One LDC-CP-SCM block consists ofT adjacent SCM blocks. In addition, one LDC-
SCM block includesD LDC codewords, each of sizeT × NF(i), i = 1, ..., D, where
NF(i) is the number of channel symbols within one SCM block, which thei-th LDC
codeword is across. Thus, the maximal size of one LDC-SCM block isT × NC .

The difference in allocation between a LDC-OFDM block and a LDC-CP-SCM block is
that the LDC-OFDM block is located in frequency domain, while the LDC-CP-SCM block
is located in time domain.

1.8.4. Two Step Estimation

Although LDC decoding was proposed using ML decoding or sphere decoding in earlier lit-
erature [2,10], low complexity linear LDC decoding has been proposed and recommended
in [3].

Note that it is desirable to maintain the existing receiver structure using modularcom-
ponents when introducing new system concepts, which may save investmentcost in re-
search and development. To this end, a two-step estimation (TSE) procedure is proposed
for LDC-OFDM, permitting channel coefficients to change per OFDM blockinstead of per
T OFDM blocks. This enables LDC decoding to be independent of the specific equalizers
used, and in turn, enables wide applicability for enhancing different standards. One possi-
ble zero-forcing method to estimate the data symbol vector in (11) is via the Moore-Penrose
pseudo-inverse of LDC encoding matrixGLDC , which is calculated and stored offline.

To remove dependence of LDC decoding on symbol estimation, LDC designsneed to
meet the following criterion:

Correlation criterion: denote the correlation matrix ofvec
(
[SLDC ]T

)
asRvec([SLDC ]T ).

In the case that LDC-encoded symbols per channel use or per row ofSLDC are block-wise
estimated,SLDC needs to be row-wise uncorrelated. In other words,Rvec([SLDC ]T ) needs

to have the block diagonal form

Rvec([SLDC ]T ) =




RSLDC(1,.)
· · · 0

...
.. .

...
0 · · · RSLDC(T,.)


 (117)

whereRSLDC(k,.)
∈ CM×M , k = 1..., T is the correlation matrix of thek-th row vector

of SLDC , and0s areM × M zero matrices. In the case that LD-coded symbols are esti-
mated per element ofSLDC , SLDC needs to be element-wise uncorrelated. In other words,
Rvec([SLDC ]T ) needs to be diagonal, and more restrictive constraints are applied. The two
steps are:
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a) Signal estimation per channel use:

Signals in each of T channel uses are estimated. No immediate signal detection is
performed. (In different channel uses, channel matrices may be different);

b) Data symbol estimation and detection per LDC block:

The data symbols corresponding to one LDC codeword are estimated. (In this step,
channel knowledge is not required). Bit detection is then performed.

Unlike other two-stage estimation methods, such as Kalman filter, the same core matrix-
vector TSE processing may operate on different signal dimensions with symbol blocks of
different sizes. The per-data-symbol complexity of encoding and decoding is constant and
proportional to the LDC data symbol coding rate.

Similar to LDC-OFDM, LDC-SCM may advantageously utilize two-step-estimation
(TSE) procedure in receivers.

1.8.5. Diversity Properties

It is more tractable to analyze the diversity properties of CP-based LDC systems rather than
ZP-based LDC systems, since CP-based systems satisfy frequency domain orthogonality.
In the following, the diversity for LDC-CP-OFDM is first introduced, andthen the approach
of diversity analysis is extended to LDC-CP-SCM.

Without loss of generality, we consider a single time-frequency (TF) block, i.e., a single
T ×NF (i) blockC(i), i = 1, ..., D within a LDC-OFDM block [59]. The blockC(i) is cre-
ated after encoding thei-th LDC codeword within a LDC-OFDM codeword. Denote sub-
carrier indices chosen for TF blockC(i), i = 1, ..., D as{p(k)

nF (i)
, nF (i) = 1, ..., NF (i), i =

1, ..., D, k = 1, ..., T}, and the block components

C(i) =




c
(1)
p1(i)

c
(1)
p2(i)

· · · c
(1)
p

NF (i)

c
(2)
p1(i)

c
(2)
p2(i)

· · · c
(2)
p

NF (i)

...
...

. ..
...

c
(T )
p1(i)

c
(T )
p2(i)

· · · c
(T )
p

NF (i)




.

The transmission of a general LDC codewordC(i) is expressed as

r(i) =
√

ρM(i)H(i) + v(i), (118)

where received signal vectorr(i) and noise vectorv(i) are of sizeNF (i)T × 1, thei-th LDC
symbol matrix [59]

M(i) = diag(c
(1)
p1(i)

, ..., c
(1)
p

NF (i)
, ..., c

(T )
p1(i)

, ..., c
(T )
p

NF (i)
), (119)

is of sizeNF (i)T ×NF (i)T , c
(k)
pnF (i)

is the channel symbol of thek-th OFDM block,pnF (i)
-

th subcarrier, andi-th LDC codeword,nF (i) = 1, ..., NF (i), andi = 1, ..., D. The channel
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matrix

H(i) =


 H

(1)
p1(i)

, H
(1)
p2(i)

, ..., H
(1)
pNF (i)

,

..., H
(T )
p1(i)

, H
(T )
p2(i)

, ..., H
(T )
pNF (i)



T

(120)

is of sizeNF (i)T × 1, and each element

H(k)
pnF (i)

=
[
wpnF (i)

]T
h(k) (121)

is the path gain of thek-th OFDM block andpnF (i)
-th subcarrier for blockC(i).

Considering a pair of matricesM(i) and M̃(i) corresponding to two different time-
frequency (TF) blocksC(i) andC̃(i), the upper bound pairwise error probability (PEP) [62]
betweenM(i) andM̃(i) is [59]

P
(
M(i) → M̃(i)

)
≤
(

2r − 1
r

)(
r∏

a=1
γa

)−1

(ρ)−r , (122)

wherer is the rank of

Λ(i) △
=
(
M(i) − M̃(i)

)
R

H(i)

(
M(i) − M̃(i)

)H
,

andRH(i) = E
{
H(i)

[
H(i)

]H}
is the correlation matrix of vectorH(i), γa, a = 1, ..., r

are the non-zero eigenvalues ofΛ(i).
The corresponding rank and product criteria are

a) Rank criterion: the minimum rank ofΛ(i) over all pairs of different matricesM(i)

andM̃(i) should be as large as possible.

b) Product criterion: the minimum value of the product
r∏

a=1
γa over all pairs of different

M(i) andM̃(i) should be maximized.

It has been proved that the rank ofΛ(i) satisfies [59]

rank
(
Λ(i)

)
≤ min

{
rank

(
M(i) − M̃(i)

)
, rank (R

H(i))
}

, (123)

where

R
H(i) ==

[
IT ⊗ W(i)

]
Φ

[
IT ⊗

[
W(i)

]H]
, (124)

where

a)

W(i) =
[
wp1(i)

, · · · ,wpNF (i)

]T
, (125)
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b)

h =

[[
h(1)

]T
, · · · ,

[
h(T )

]T ]
, (126)

c)

H(i) =
(
IT ⊗ W(i)

)
h, (127)

d)

Φ = E
{
h [h]H

}
. (128)

Clearly, the maximum of rank ofΦ is T (L + 1). To maximize the rank ofRH(i)

[59], it is necessary to maximize the rank of matrixW(i) of sizeNF (i) × (L + 1) [59].
This may be achieved by selecting a special subcarrier set to ensure fullrankW(i), where
NF (i) ≥ L + 1. For full diversity, the channels need to be full rank jointly in frequency
and time domains. For a description on how to choose subcarrier sets to achieve full rank
W(i), refer to [58], [63], and [59]. The full diversity conditions for LDC-CP-OFDM are
summarized as follows.

Theorem 6 a) If the correlation matrixR
H(i) of channel vectorH(i) has full rank

T (L + 1), the necessary condition that the frequency-time (FT) blockC(i) of LDC-
OFDM achieves full joint frequency-time diversity order, i.e.rank(Λ(i)) = T (L+1),

is that the frequency dimension size of the FT blockC(i) satisfiesNF (i) ≥ L + 1.

b) The sufficient condition that the frequency-time (FT) blockC(i) of LDC-OFDM
achieves available joint frequency-time diversity order,rank(R

H(i)), is that any two

elementsc(k)
pnF (i)

and
˜
c
(k)
pnF (i)

, of any two different blocks,C(i) andC̃(i) are different.
Mathematically, the sufficient condition is

c(k)
pnF (i)

− ˜
c
(k)
pnF (i)

6= 0, (129)

wherenF (i) = 1, ..., NF (i), k = 1, ..., T ;

c) If both NF (i) = L + 1 and rank(R
H(i)) = T (L + 1) are satisfied, the condition

(129) is the sufficient and necessary condition that the frequency-time (FT) block
C(i) of LDC-OFDM achieves joint full frequency-time diversity order,rank(Λ(i)) =
T (L + 1);

d) The related product criterion of design is that the minimum of products

T∏

k=1

NF (i)∏

a=1

∣∣∣∣c
(k)
p

a(i)
− ˜

c
(k)
p

a(i)

∣∣∣∣
2

over distinct FT blockC(i) andC̃(i) must be maximized.
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Now it is time to discuss the diversity properties of LDC-CP-SCM. Unlike LDC-CP-
OFDM, it is necessary to choose the frequency domain sizeNC for LDC-CP-SCM to con-
duct diversity analysis instead ofNF (i), since the whole time domain based LDC-CP-SCM
block is transformed into frequency domain only if all subcarriers are considered. Denot-
ing z

(k)
CP−SC = FNcx

(k)
SC , k = 1, ..., T , the whole LDC-CP-SCM block with FFT outer

processing in each SCM block can expressed as

C =




c
(1)
1 c

(1)
2 · · · c

(1)
NC

c
(2)
2 c

(2)
2 · · · c

(2)
NC

...
...

. ..
...

c
(T )
1 c

(T )
2 · · · c

(T )
NC




,

wherec
(k)
p =

[
z
(k)
CP−SC

]
p,1

, p = 1, ..., NC , k = 1, ...T.

After this frequency domain transformation, the rest of analysis of LDC-CP-SCM fol-
lows the similar strategy in diversity analysis of LDC-CP-OFDM. However, the results are
different, and a sufficient condition for LDC-CP-SCM to achieve full available joint fre-
quency and time diversity in the channels, is summarized in the following theorem.

Theorem 7 a) The necessary and sufficient condition to ensurerank
(
M − M̃

)
=

NCT is [
FNc

(
x

(k)
SC − x̃

(k)
SC

)]
p,1

6= 0, k = 1, ..., T, p = 1, ..., NC

b) In a LDC-CP-SCM system, the rank of
(
M − M̃

)
satisfies

rank
(
M − M̃

)
= NCT.

a. The LDC-CP-SCM system achieves full available diversity order in the fre-
quency selective channels, i.e.rank (Λ) = rank (RH)

b. The corresponding product design criterion for LDC-CP-SCM blockis that the
minimum of the product

∆ =

T∏

k=1

NC∏

p=1

∣∣∣∣
[
FNcx

(k)
SC

]
p,1

−
[
FNcx̃

(k)
SC

]
p,1

∣∣∣∣
2

(130)

taken over all pairs of distinct frequency domain symbol matricesM and M̃

must be maximized.

c) Assume that the frequency selective channel orderL is constant over time. A con-
dition for LDC-SCM to achieve the available full joint frequency and time diver-
sity order rd = rank(RH) is that there always exist (L+1) indices,1 6 p(k) =

p
(k)
1 , ..., p

(k)
L+1 6 NC , for eachk = 1, ..., T such that

[
FNc

(
x

(k)
SC − x̃

(k)
SC

)]
p(k),1

6= 0.

Note that this condition is a sufficient and necessary condition for frequency diversity
and a sufficient condition for time diversity.
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Note that single-carrier systems inherently achieve some level of frequency diversity.
However, full frequency diversity cannot be guaranteed in conventional uncoded single-
carrier communications systems, especially in uncoded CP-SCM systems, andthe fre-
quency coding gain may be further improved through careful signal design [64,65].

A LDC-SCM block is across multiple SCM blocks in block time varying channels, and
the LDC-SCM system has potential to achieve joint frequency-time diversityorder up to
T (L + 1). Although the design strategy of LDC-SCM systems to support a certain order of
frequency diversity is different from that of LDC-OFDM, from Theorem 6 and 7, we can
come up with the following Corollary on the relation between full joint frequencyand time
diversity LDC-CP-SCM and LDC-CP-OFDM.

Corollary 1 Assume that a LDC-CP-OFDM blockCLDC OFDM with NC subcarriers and
T OFDM blocks achieves full joint frequency and time diversity order. BeforeIFFT, thek-
th OFDM block within the LDC-CP-OFDM blockCLDC OFDM is expressed asx(k)

OFDM ,

wherek = 1, ..., T andx
(k)
OFDM =

[
x

(k)
OFDM(1), ..., x

(k)
OFDM(NC)

]T
. Then thek-th SCM

blockCLDC SCM within a LDC-CP-SCM can be designed as

x
(k)
SC = [FNc]

H
x

(k)
OFDM , (131)

wherek = 1, ..., T andx
(k)
SC =

[
x

(k)
SC , ..., x

(k)
SC

]T
. The resulting LDC-CP-SCM achieves full

joint frequency and time diversity order in the time varying frequency selective channel.

Corollary actually 1 provides a method to construct full joint frequency andtime diversity
LDC-CP-SCM. However, since the IFFT is involved, this LDC-CP-SCM construction is the
same as LDC-CP-OFDM with IFFT processing, one might be concerned withthe related
problems, such as high PAPR.

1.9. Other Topics in LDC Designs and Applications

This subsection briefly introduces several other topics in LDC designs and applications.

1.9.1. Trace Based Design Criteria

Recall that in (4), one LDC codeword can be written as

SLDC =

2Q∑

q=1

τqKq.

Let Ck = τkKk, one LDC codeword can be written as

SLDC =

2Q∑

k=1

Ck. (132)

Its Hermitian square has the form

(SLDC)H SLDC =
K∑

k=1

CH
k Ck +

∑

i<k

(
CH

i Ck + CH
k Ci

)
. (133)
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Denote the difference of a pair of LDC codewords asD(a,b) = S
(a)
LDC − S

(b)
LDC =

2Q∑
k=1

Dk, whereDk =
(
τ

(a)
k − τ

(b)
k

)
Kk.

Then, the following relation holds [66,67]
[
D(a,b)

]H
D(a,b) = D + N , (134)

where

D =
K∑

k=1

(
DH

k Dk

)

and
N =

∑

i<k

(
DH

i Dk + DH
k Di

)
.

The concept of maximal symbol-wise diversity (MSD) is introduced in [66, 67] in
a non-orthogonal case: the individual code matricesCk should be scaled unitary ma-
trices with [Ck]

H
Ck = |τk|2 I. For a maximal symbolwise diversity code, the dis-

tance matrix is
[
D(a,b)

]H
D(a,b) =

K∑
k=1

(∣∣∣τ (a)
k − τ

(b)
k

∣∣∣
2
I

)
+ N . Note that maximal

symbol-wise diversity can be defined more generally than that in [66, 67] such that for
∀k, rank(Ck) = min{T, NT }.

Design Criterion 3 Traceless non-orthogonality [10]: if maximal symbol-wise diversity
is satisfied,Ck should be designed so that the non-orthogonality matrixN is traceless
[66,67], i.e.,

Tr (N ) = 0. (135)

As illustrated in the following theorem, another trace related design criterion is Frobe-
nius orthogonality, also called traceless self-interference [68].

Theorem 8 [68] For a linear matrix modulation with a Frobenius orthogonal basis, i.e.,

Tr
(
CH

i Ck + CH
k Ci

)
= 0, (136)

the union bound on the pairwise error probabilities increases with increased self-
interference at any SNR.

In [68], it is shown that Frobenius orthogonality supports minimizing the unionbound.
In [69], Zhang et. al. employed both trace and diversity criteria to design full diversity

cyclotomic codes, which generally allow LDC dispersion matrices with{Aq 6= Bq}. The
trace related criteria in [69] are given as follows.

Definition 1 LetT ≥ Nt. A sequence of matricesCq andDq, q = 1, ..., Q, and is said to
constitute a trace-orthonormal LD code if the following conditions are satisfied:

a)

[Cq]
H

Cq + [Dq]
H

Dq =
T

Q
IM , (137)
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b)

[Dq]
H

Cq + [Cq]
H

Dq = 0, (138)

c)

Tr
(
Cq [Cp]

H + Dp [Dq]
H
)

=
MT

Q
δ(p − q), (139)

d)

Tr
(
Dq [Cp]

H + Dp [Cq]
H
)

= 0, (140)

wherep = 1, ..., Q andq = 1, ..., Q, Cp (or Cq) andDp (or Dq) are dispersion matrices
defined in (3).

1.9.2. Space-Time-Frequency Codes

To further exploit space diversity, LDC concepts may extend to 3-D space-time-frequency
channels as STF codes [70–72].

General MIMO-OFDM channel model has been provided in [70]. Consider a MIMO-
OFDM system withNt transmit antennas,Nr receive antennas and a OFDM block ofNc

subcarriers per antenna. The channel between them-th transmit antenna andn-th re-
ceive antenna in thek-th OFDM block experiences frequency-selective, temporally non-

selective Rayleigh fading with channel coefficientsh
(k)
m,n =

[
h

(k)
m,n(0), ..., h

(k)
m,n(L)

]T
, m =

1, ..., NT , n = 1, ..., NR, where

L = max{Lm,n, m = 1, ..., NT , n = 1, ..., NR},

andLm,n is the frequency-selective channel order of the path between them-th transmit
antenna andn-th receive antenna. Note that the above model is based on the fact that
frequency selective channels are different from one pair of transmitter and receiver anten-
nas to another, since different transmitter-receiver channel often experience different phys-
ical environments, especially for outdoor communications. Using the approach in [62],
Wu and Blostein in [70] provided a general diversity order bound of one STF block as

min

{
Nfreq(i)NRT, T

NT∑
m=1

NR∑
n=1

(Lm,n + 1)

}
, whereNfreq(i) is the given frequency do-

main size of the STF block. Note that, in [73], the diversity order bound of STFC was given
provided thatLm,n = L holds for allm = 1, ..., Nt andn = 1, ..., Nr.

Using a simpler MIMO OFDM channel model as in [73], Zhang et. al. constructed a
high rate STFC in [72], achieving a full diversity orderNtNrT (L + 1). For Nt = Nr =
T = 2 andL = 1, the design example is shown as follows,

X =




X1(1) φX2(1) X1(5) φX2(5)
φX2(2) X1(2) φX2(6) X1(6)
X1(3) φX2(3) X1(7) φX2(7)
φX2(4) X1(4) φX2(8) X1(8)


 , (141)
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where[X1(1), ..., Xn(8)]T = Θ
[
s8(n−1)+1, ..., s8n

]
, n = 1, 2, φ andΘ is defined in [72].

Note thatX of sizeNt(L + 1) × NtT also use layered structure, and the number of
layer isNt. The designs in [72] are extensions of the layered structure of the ST codes
in [25–27]. Even the frequency diversity order isL+1, the minimal frequency domain size
is set toNt(L + 1) > (L + 1) to achieve full diversity.

1.9.3. LDC in Multiuser Communications

Applications of O-STBC to CDMA systems have been studied, e.g., in [74–76]. However,
very limited efforts have been made in investigating the application of LDCs to CDMA
systems. In order to support future high data rate CDMA systems, the use of high-rate
space-time block codes, e.g, LDCs, may be desirable. In [77], a LDC decoder combined
with a blind subspace-based multi-user detector is studied for the downlink ofa DS-CDMA
system, and a subspace-based sphere decoding algorithm is proposedto further improve
the performance. The iterative decoding of LDC codes in a frequency-selective channel is
considered in [78], where only a single-user approach is studied, andmulti-user scenarios
were not investigated.

In [79], Xiao et. al. have proposed a joint multi-user detection, space-time LDC decod-
ing, andQ-ary demodulation algorithm for DS-CDMA sytems, and the turbo processing
principle is applied to improve the system performance, while maintaining a reasonable
computational complexity. Results show that in comparison to the spatial multiplexing
(SM) system with the same transmission rate, the LDC coded systems have superior per-
formance and faster convergence. Furthermore, by exploiting time diversity, LDCs also
provide us a powerful means to combat impairment caused by fast fading channels. How-
ever, it has been observed in [79] that the advantages of applying STBC become smaller
when a strong channel code is used and/or when the receive diversityincreases. Consid-
ering the fact that strong channel codes are usually employed in practical communication
systems, and a high receive diversity order can be readily implemented at the base station.
The simple SM scheme using turbo MIMO approaches would work properly for MIMO
CDMA systems in slow fading channels, whereas LDCs are more helpful for rapid fading
channels.

1.10. Performance Examples

Although we will not provide a thorough investigation of system performance, this subsec-
tion provides several performance examples of LDC based systems to give readers some
visionary feelings on advantages of LDC.

1.10.1. ST-LDC

In the following comparisons, ST MIMO flat fading channels are assumed.Perfect channel
knowledge (amplitude and phase) is assumed at the receiver but not at the transmitter. Each
LDC codeword is of sizeT × Nt. The symbol coding rates of all tested codes are one.
Data symbols use 4-QAM modulation in all simulations. Maximum likelihood decoding
is performed at the receiver. Average SNR per receive antenna is used in all figures. The
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matrix channel is assumed to be constant over one ST-LDC codeword. Inthe case ofNt =
Nr = 2, Rsym

LDC = 2, the following ST-LDCs are compared in Fig. 1:

a) HH: size2 × 2, proposed by Hassibi and Hochwald, Eq. (31) of [2].

b) TAST: size2 × 2, Eqs. (13) and (15) in [26]. This code achieves full diversity over
constellations carved fromZ[j].

c) GD: size2 × 2, proposed by Gohary and Davidson [80],

d) TON(Zhang): size2 × 2, given in Example 3 on p. 626 of [69].

Note that the performance of TON2 × 2 (Zhang) is quite close to Golden codes. As
mentioned in [69], TON2 × 2 (Zhang) is also a NVD ST-LDC.

In the case ofNt = Nr = 3, Rsym
LDC = 3, the following ST-LDCs are compared in Fig.

2:

a) TAST of size3×3, from Eq. (18) of [26]. It achieves full diversity over constellations
carved fromZ[j].

b) HP of size3 × 3, as proposed by Heath and Paulraj, from (30) and (31) of [10],

c) FDFR: size3×3, as proposed by Ma and Giannakis, a full-diversity full-rate (FDFR)
code corresponding to Design A in [25],

d) HH of size3 × 3, proposed by Hassibi and Hochwald, from (31) of [2].

All the curves except the one for TAST are very close to each other, thus the investigated
ST-LDCs have similar diversity properties in the shown SNR range in the case of Nt =
Nr = 3.

1.10.2. LDC-OFDM

Each of theD LDC demodulators decodesT × NF (i) LDC matrices. In particular, we
setNF (i) = NF = T, i = 1, ..., D, andNC = 16 OFDM subcarriers are chosen. An
evenly and maximally spaced subcarrier mapping with respect to the subcarrier indices
is used within LDC codewords. Data symbols use 4-QAM modulation. The frequency-
selective Rayleigh fading channel has4 paths with uniform power delay profile. The chan-
nel is assumed to be constant over an integer number of OFDM blocks, independently and
identically-distributed between blocks. Denote this interval of OFDM blocks as the channel
change interval (CCI) for LDC-OFDM. Linear constellation precoded CP-OFDM (LCP-
CP-OFDM) with subcarrier grouping has been proposed as a non-redundancy approach to
improve BER performance [58]. Although LCP-CP-OFDM achieves both maximum fre-
quency selective diversity gain and coding gain, it cannot exploit time diversity over OFDM
blocks. Using MLD, we investigate the performance limitations of LDC-CP-OFDM. For a
fair comparison, all parameters of LCP-CP-OFDM are chosen to be the same as those of
LDC-CP-OFDM. Thus the available diversity in the channels is the same for both systems.
In Figure 3, it is observed that LDC-CP-OFDM, which achieves full jointfrequency and
time diversity, significantly outperforms LCP-CP-OFDM with the frequency-domain MLD
in rapid fading channels (CCI = 1).
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Figure 1. ST-LDC performanceNt = Nr = 2, Rsym
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Figure 2. ST-LDC performanceNt = Nr = 3, Rsym
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Figure 3. Performance comparison between LDC-OFDM and LCP-OFDM under MLD.

1.11. Summary

This chapter have given a systematic survey of LDC designs and applications for wireless
communications. LDC have been and will further be considered as a general class of block
coding techniques in improving quality of wireless information transmission.
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