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AbstractAs prior knowlodge of mobile velocity has been found useful in many applicationsof mobile communications, it is necessary to estimate the mobile velocity at themobile station (MS) based on the received fading signal. Rice et al. have derived acontinuous-time fading signal model, which can be used to obtain estimates of mobilevelocity. The main emphasis of this thesis is on the development of level crossing rate(LCR) and autocorrelation function (ACF) methods for estimating mobile velocityusing the discrete-time received fading signal corrupted by the additive noise. Whileour results show that both methods produce close estimates to actual mobile velocity,the ACF method has superior performance in low SNR conditions.We then apply the estimated mobile velocity to the problem of tracking movingmobiles by employing a Kalman �lter. By adding the mobile velocity measurementsinto the mobile motion tracking model, we found, through the simulation results, thatthe performance of the system can be improved signi�cantly when the mobile velocityis relatively large.
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Chapter 1IntroductionMotivationMobile velocity is an important parameter in a mobile communication system. Thereexist a variety of real-world applications that can use the mobile velocity to improvetheir performance. For example, hando� requests from rapidly moving mobiles inmicrocellular networks must be processed quickly. Otherwise, excessive dropped callswill occur. Velocity-adaptive hando� algorithms can solve this problem. They areknown to be robust to the severe propagation environments that are typical of urbanmicrocellular networks [2, 19, 20, 40].In a mobile communication system, the signal received by the mobile stationalways consists of multiple components from di�erent directions and with di�erentdelays, due to the reection, scattering and di�raction of the incoming waves by theobjects in the immediate vicinity of the mobile. If there are small changes in thedi�erential delays, large variations in the amplitude and phase of the received signalwill occur. This is called multipath fading. The fading rate depends on the mobilevelocity. The faster the mobile, the larger the fading rate. Therefore, statistical char-acterization of the fading signal model is fundamental to mobile velocity estimation.Rice et al. developed a continuous-time fading signal model [1, 7, 22, 26, 31, 32, 39].Some mobile velocity estimation techniques have been developed based on Rice'smodel [33, 38].The focus of this thesis is on the development of a discrete-time fading signalmodel and corresponding mobile velocity estimation techniques.1



ContributionsThe main contribution of this thesis is the derivation of a discrete-time fading signalmodel and level crossing rate (LCR) and autocorrelation function (ACF) estimationtechniques for mobile velocity using a discrete-time fading signal corrupted by additivenoise. Through the use of simulations, we show that both estimators can produceaccurate estimates of mobile velocity. We then apply the mobile velocity estimatorsto the mobile position tracking application. We will �nd that, by adding velocitymeasurements, the performance of mobile motion tracking is improved.Thesis OutlineThe following chapters examine various aspects of mobile velocity estimation in multi-path fading channels. Chapter 2 introduces the modelling of multipath fading signalsand discusses the previous work on mobile velocity estimation using continuous-timereceived fading signals. The discrete-time fading signal model is presented in Chapter3, and this chapter studies the derivation of a level crossing rate (LCR) estimationtechnique as well. In Chapter 4, we present another estimation technique of mobilevelocity, autocorrelation function (ACF) estimation. Chapter 5 applies mobile veloc-ity estimation to mobile motion tracking. We then present the conclusions in Chapter6, where suggestions for future research are also given.
2



Chapter 2Background2.1 Mobile Radio PropagationA mobile radio system typically consists of a set of base stations (BSs) whose an-tennas are usually placed well above local terrain. Therefore, the BSs are relativelyindependent of local scatterers. Most of the time, there hardly exists a line-of-sight(LOS) path between the BS and mobile station (MS) antennas, because there arealways many natural and man-made objects in the immediate vicinity of the MS.After the consequences of reection, di�raction, and scattering the transmitted planewaves from the BS arrive at the MS from many di�erent directions and with di�erentdelays, as shown in Figure 2.1. This property is called multipath propagation. Themultiple plane waves combine vectorially at the MS antenna to produce a compositereceived signal.Since the carrier wavelength used in recent mobile radio systems is relatively small,small changes in the di�erential delays introduced by the moving MS will cause largechanges in the phases of the arriving plane waves. These phase di�erences causeconstructive and destructive addition of the arriving plane waves which causes largevariations in the envelope amplitude and phase of the composite received signal at theMS end. Since the MS is moving through space, the spatial variations in the envelopeand phase of the composite received signal manifest themselves as time variations.This phenomenon is called envelope fading.In the urban area a MS is usually surrounded by local scatterers, so that there3
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Figure 2.1: Typical radio propagation in mobile radio system.exists no direct LOS path between the BS and the MS. All plane waves arrive at theMS from all directions with nearly equal probability. Therefore, isotropic scatteringis a reasonable modelling assumption [6] and Rayleigh distributed envelope fading isassumed. While in the suburban area, there sometimes exists a LOS path betweenthe MS and BS, and at other times there is no LOS component. The received signalwill still experience fading. However, the scattering is usually non-isotropic and theenvelope fading has a Ricean distribution.2.2 Continuous-Time Received Signal ModelAs stated in the previous section, the signal received by the MS antenna is made upa number of horizontally travelling plane waves with random amplitudes and anglesof arrival for di�erent locations. The phases of the waves are uniformly distributedover [��; �]. The amplitudes and phases are assumed to be statistically independent.Figure 2.2 depicts a horizontal x-y plane with a MS moving along the x-axis withvelocity v. The MS motion introduces a Doppler shift, or frequency variation, into4



the nth incident plane wave, given byfd;n(t) = fm cos �n(t) (2:1)where fm = v=�c and �c is the wavelength of the arriving plane wave, is calledmaximum Doppler frequency, and �n(t) is the incident angle of the nth wave.
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Figure 2.2: A typical component wave incident on the MS receiverAssuming that the transmitted signal is vertically polarized, the composite re-ceived signal can be written asr(t) = NXn=1�n(t) cos(2�fct+ 2�fd;n(t)t+ �n(t)) (2:2)where fc is the carrier frequency, �n(t) is the amplitude of the nth wave, and �n(t) isthe phase angle uniformly distributed over [��; �].Following Rice [31] [32], we can express bandpass signal r(t) in quadrature formr(t) = rI(t) cos 2�fct� rQ(t) sin 2�fct (2:3)5



where rI(t) = NXn=1�n(t) cos(2�fd;n(t)t+ �n(t)) (2.4)rQ(t) = NXn=1�n(t) sin(2�fd;n(t)t+ �n(t)) (2.5)are in-phase and quadrature components of r(t), respectively. According to the Cen-tral Limit Theorem, for large N , the quadrature components rI(t) and rQ(t) canbe approximated as independent Gaussian processes. Furthermore, we can assumethat these random processes are wide sense stationary, with constant parametersfd;n(t) = fd;n, �n(t) = �n, �n(t) = �n, and assume that the received signal r(t) iswide sense stationary. Therefore, Equations (2.2){(2.5) can be rewritten asr(t) = NXn=1�n cos [2�(fc + fd;n)t+ �n] (2.6)= rI(t) cos 2�fct� rQ sin 2�fct (2.7)and rI(t) = NXn=1�n cos(2�fd;nt+ �n) (2.8)rQ(t) = NXn=1�n sin(2�fd;nt+ �n) (2.9)2.2.1 Received Signal Envelope DistributionWe denote rI and rQ the random variables corresponding to rI(t) and rQ(t) for �xedt, each having zero mean and equal variance:�2rI = �2rQ = 12 NXn=1Ef�2ng = �2 (2:10)if there exists no LOS component between the BS and MS. By using a bivariatetransformation, the received signal envelope z(t) = qr2I (t) + r2Q(t) has a Rayleighdistribution at any time t, i.e.,pz(x) = x�2 expn� x22�2o (x � 0) (2:11)This type of fading is called Rayleigh fading.6



If there is a LOS path or a specular component from a strong (�xed) local scatterer,the amplitude of one incoming plane wave, �0, is signi�cantly larger than other �n.Then, rI and rQ have non-zero mean and the received signal envelope has a Riceandistribution at any time t, i.e.,pz(x) = x�2 expn�x2+s22�2 o I0 � xs�2 � (x � 0) (2:12)where s2 = �20 cos2 �0 + �20 sin2 �0 = �20 (2:13)is the non-centrality parameter and I0(x) is the zero-order modi�ed Bessel functionof the �rst kind. This type of fading is called Ricean fading.2.2.2 Received Signal Correlation and SpectrumThe autocorrelation function of r(t) is�rr(� ) = Efr(t)r(t+ � )g= EfrI(t)rI(t+ � )g cos 2�fc� �EfrQ(t)rI(t+ � )g sin 2�fc�= �rIrI (� ) cos 2�fc� � �rQrI (� ) sin 2�fc� (2.14)Note that in Equation (2.14) �rIrI(� ) = �rQrQ(� ) (2.15)�rIrQ(� ) = ��rQrI(� ) (2.16)The autocorrelation function �rIrI(� ) can be obtained from Equations (2.8), (2.10),and (2.1), �rIrI(� ) = EfrI(t)rI(t+ � )g= "12 NXn=1Ef�2ng#Efcos 2�fd;n�g= 
p2 E�fcos(2�fm� cos �)g (2.17)where 
p2 = Efr2I (t)g = Efr2Q(t)g = 12Ef�2ng (2:18)7



is the total average received power from all multipath components.Likewise, the crosscorrelation function �rIrQ(� ) is�rIrQ(� ) = EfrI(t)rQ(t+ � )g= 
p2 E�fsin(2�fm� cos �)g (2.19)In Rayleigh distributed fading channels, Equation (2.17) becomes�rIrI(� ) = 
p2 12� Z ��� cos(2�fm� cos �)d�= 
p2 J0(2�fm� ) (2.20)where J0(x) is the zero-order Bessel function of the �rst kind. Likewise, Equa-tion (2.19) becomes �rIrQ(� ) = 
p2 12� Z ��� sin(2�fm� cos �)d�= 0 (2.21)The power spectral density (PSD) of rI(t) and rQ(t) is the Fourier transform of�rIrI (� ) or �rQrQ(� ), respectively, i.e.,SrIrI (f) = Ff�rIrI (� )g= 8><>: 
p4�fm 1p1�(f=fm)2 jf j � fm0 otherwise (2.22)The PSD of the bandpass received signal r(t) can be expressed in terms of thequadrature components asSrr(f) = 12[SrIrI (f � fc) + SrIrI (�f � fc)]= 8>><>>: 3
p4�fm 1q1�( jf�fcjfm )2 jf � fcj � fm0 otherwise (2.23)The normalized PSD Srr(f)=(3
p=4�fm) is plotted against the normalized di�erence(f � fc)=fm in Figure 2.3. Notice that Srr(f) is limited to the range of frequenciesjf � fcj � fm or twice the maximum Doppler frequency.8
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mFigure 2.3: PSD of the received signal for a Rayleigh distributed fading channel2.3 Previous Work on Mobile Velocity Estima-tion2.3.1 Level Crossing Rate EstimatorsFrom [38], the envelope level crossing rate (LCR) is de�ned as the average number ofpositive-going crossings per second that a signal makes of a predetermined level R.Likewise, the zero crossing rate (ZCR) is de�ned as the average number of positivegoing zero crossings that a signal makes per second.Assuming the fading model in Equation (2.3), Rice has derived the envelope LCRwith respect to the level R as [32]LCR = Z 10 _rp(R; _r)d _r = R(2�)�3=2pBb0 Z ��� d Z 10 _rd _rexp�� 12Bb0 hB(R2 � 2Rs cos  + s2) + (b0 _r + b1s sin )2i� (2.24)9



and ZCR of rI(t)�mI (or rQ(t)�mQ) asZCR = 1�sb2b0 (2:25)where mI, mQ are the means of rI(t), rQ(t), respectively; p(R; _r) is the joint prob-ability density function of the envelope r (evaluated at r = R) and the slope of theenvelope _r, and B = b0b2 � b21, where for integers n � 0,bn = (2�)n�2� Z fm�fm fnqf2m � f2df (2:26)with b0 = �2, and fm is the maximum Doppler frequency. Therefore, by using Equa-tion (2.26), Equations (2.24) and (2.25) become, respectively,LCR = (v=�c)q2�(K + 1)�e�K�(K+1)�2I0�2�qK(K + 1)� (2:27)and ZCR = p2v=�c (2:28)where � = R=Rrms, where Rrms = q
p is the rms signal level, K is the Riceanfactor and I0(x) is the zero-order modi�ed Bessel function of the �rst kind.From [38], the LCR around � = 1 is roughly independent of K, and ZCR is nota�ected by K. Therefore, the steps for using the LCR (or ZCR) of the envelope (orrI(t) or rQ(t)), for velocity estimation are [38]:1. Determine Rrms (or mI or mQ),2. Estimate the number of crossings per second L̂Rrms (or L̂ZCR), and3. Use Equation (2.27) to solve for v, with � = 1 and K = 0 (or Equation (2.28)for ZCR).2.3.2 Covariance Approximation MethodsHolzman and Sampath have proposed a velocity estimator that relies on an estimateof the autocovariance function of received faded samples, which we denote as r[i] [19][33]. With this method, referred to as the covariance method (COV), the statistic,V = 1N NXk=1(r[k + � ]� r[k])2 (2:29)10



is calculated. If N is large and ergodicity applies, then the time average V can bereplaced by the sample meanEfV g = 2�rr(0)� 2�rr(� ) (2:30)where �rr(� ) denotes the autocovariance of r[k]. Assuming squared-envelope samplesand that the channel is characterized by isotropic scattering, �rr(� ) is written as [1]�rr(� ) = � 
pK + 1�2 hJ20 (2��=�c) + 2KJ0(2��=�c) cos(2�� cos �)=�c)i (2:31)Substituting Equation (2.31) into (2.30),EfV g = 2� 
pK + 1�2 h(1 + 2K) � (J20 (2��=�c) + 2KJ0(2��=�c) cos(2�� cos �)=�c))i(2:32)which is dependent of K and �. If �rr(0) is known exactly, then the bias with respectto K can be eliminated for small � by the normalization [33]�V�rr(0) � (2�v�t=�c)21 + 2K +K cos(2�)(1 + 2K) (2:33)so that [33] v̂cov � �c2��tvuut �V�rr(0) (2:34)where �t is the sample spacing in seconds/sample.2.4 Laboratory Simulation of Fading SignalsIt is desirable to use actual fading signals recorded at a MS antenna. However, at thepresent time we do not have this opportunity. Therefore, fading signal simulators areof interest that are derived from theoretical principles.2.4.1 Filtered Gaussian NoiseThe simplest fading signal simulator is to use low-pass �ltered white Gaussian noisesas shown in Figure 2.4. If the Gaussian noise sources have zero-mean, this methodproduces a Rayleigh fading signal; otherwise a Ricean signal is produced.11
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� = �4�n = �nN!n = !m cos 2�nNand !m = 2�v=�c (2:37)The Jakes' fading simulator is constructed as shown in Figure 2.5.
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2.4.3 Inverse Discrete Fourier Transform Rayleigh FadingSimulatorSmith introduced a Rayleigh fading simulator using inverse discrete Fourier trans-form of uncorrelated Gaussian processes [35]. To generate a desired Rayleigh fadingsequence, a complex sequence fX[k]g; k = 0; 1; � � � ; N � 1 is formed by adding inquadrature two uncorrelated sequences of Gaussian processes, that isX[k] = F [k]A[k]� jF [k]B[k] (2:38)where fF [k]g are �lter coe�cients, fA[k]g and fB[k]g are i.i.d., N(0; �2) and fA[k]gand fB[k]g are independent of all k.Taking the inverse DFT of X[k], we havex[n] = 1N N�1Xk=0 X[k]ej 2�knN n = 0; 1; � � � ; N � 1 (2:39)The real and imaginary parts of fx[n]g, fxR[n]g and fxR[n]g arexR[n] = 1N N�1Xk=0 F [k]A[k] cos 2�knN+ 1N N�1Xk=0 F [k]B[k] sin 2�knN (2.40)xI [n] = 1N N�1Xk=0 F [k]A[k] sin 2�knN+ 1N N�1Xk=0 F [k]B[k] cos 2�knN (2.41)xR[n] and xI[n] are composed of a weighted sum of 2N jointly Gaussian randomvariables; therefore they are also Gaussian distributed. In order to approximate x[n]as a Rayleigh fading signal, the �lter coe�cients fF [k]gmust be appropriately chosen.Smith chose fF [k]g to approximate the spectrumS(f) = 1:5�fmq1 � (f=fm)2 (2:42)where fm is the maximum Doppler frequency, and this choice of fF [k]g correspondsto an approximation of the continuous-time autocorrelation r(� ) = J0(2�fm� ), andmodels fading due to isotropic scattering.14



Smith chose the �lter coe�cients fF [k]g asFs[k] = 8>>>>>>>>><>>>>>>>>>: 0 k = 0s 1q1�( kNfm=fs )2 k = 1; 2; � � � ; km � 1q�2 � arctan( km�1p2km�1) k = km0 elsewhere (2:43)where km = bfm=fpc, and fp = fs=N , fs is the sampling rate.Young and Beaulieu modi�ed the IDFT fading simulator by choosing a di�erentset of �lter coe�cients fF [k]g as [43]FM [k] = 8>>>>>>><>>>>>>>: 0 k = 01p2Fs[k] k = 1; 2; � � � ; N2 � 1Fs[k] k = N21p2Fs[N � k] k = N2 + 1; � � � ; N � 1 (2:44)to reduce the computation time of the simulator.
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Chapter 3Level Crossing Rate Estimator3.1 Discrete-Time Propagation Model3.1.1 Received SignalsFrom Equation (2.2), the received continuous-time band-pass signal is given byx(t) = NXn=1�n cos(
ct+ 
nt+ �n) (3:1)where 
c and 
n are the continuous-time carrier frequency and Doppler frequencycaused by the nth incoming wave, respectively, and �n is the phase angle of the nthincoming wave. A band-pass continuous-time signal can be represented uniquely atthe sampling rate of 2B � Fs < 4B samples per second [29], where B is the bandwidthof the continuous-time signal. If we sample x(t) at the rate Fs = 2B samples persecond, we have x(k) = NXn=1�n cos(!ck + !nk + �n) (3:2)where !c = 
c=Fs and !n = 
n=Fs are the discrete-time carrier and Doppler frequen-cies, respectively.The in-phase and quadrature components of the received signal can be written,respectively, as rI(k) = NXn=1�n cos(!nk + �n) (3.3)rQ(k) = NXn=1�n sin(!nk + �n) (3.4)16



The low-pass equivalent signal is given byr(k) = rI(k) + jrQ(k) (3:5)3.1.2 Received Signal Correlation and SpectrumSince these random processes of fading signals are assumed to be wide-sense station-ary, their autocorrelation functions can be directly derived from their continuous-timecounterparts by sampling at the rate Fs samples per second [27]. From Equations(2.17) and (2.19), we obtain�rIrI (m) = 
p2 E�fcos(2�fmm cos �)g (3.6)�rIrQ(m) = 
p2 E�fsin(2�fmm cos �)g (3.7)and from Equations (2.15) and (2.16)�rQrQ(m) = �rIrI(m) (3.8)�rQrI (m) = ��rIrQ(m) (3.9)The autocorrelation function for the low-pass equivalent signal is�rr(m) = �rIrI (m) + j�rIrQ(m) (3:10)The power spectral density (PSD) of the discrete-timewide-sense stationary (WSS)random process, S(f), is the discrete Fourier transform of its autocorrelation �(m),i.e., S(f) = 1Xm=�1 �(m)e�j2�fm (3:11)Using the Poisson summation formula [27], the PSD of a WSS discrete-time processequals the sum of the PSD of the continuous-time process and its displacements.S(!) = 1Ts 1Xn=�1 Sc �! + 2n�Ts � (3:12)where S(!), Sc(!) are PSD's of discrete-time and continuous-time processes, respec-tively, and Ts is the sampling period. For a discrete-time signal to be bandlimited,range of ! 2 [�B;+B] where B < �, we can �nd that the PSD of discrete-time17



process is identical to the PSD of its continuous-time counterpart, which is the mostinteresting and useful.If the propagation channels are Rayleigh distributed, from Equations (2.20) and(2.21), the autocorrelation functions can be written as�rIrI (m) = �rIrI(m) = �2J0(2�fmm) (3.13)�rIrQ(m) = ��rQrI(m) = 0 (3.14)Using Equations (3.8){(3.10) and (3.13){(3.14) and taking the Fourier transform, thepower spectral density of the low-pass equivalent signal is given asSrr(f) = SrIrI(f) = �22�fm 1q1� (f=fm)2 (3:15)where jf j � fm.3.1.3 Adjacent Signal Envelope StatisticsIn order to �nd the joint pdf of two adjacent envelope samples p(zk; zk+1), the jointpdf of their in-phase and quadrature components, rI , rQ, must be derived �rst. Thatis, the pdf, p(rI(k); rQ(k); rI(k + 1); rQ(k + 1)) should be found. We know, fromSection 2.2, that the in-phase and quadrature components are normally distributeddue to the Central Limit Theorem. For Rayleigh distributed channels, they have zeromean and common variance �2. That isEfr2I (k)g = Efr2Q(k)g = �2 (3:16)From Equations (3.13){(3.14), the following is derivedEfrI(k)rI(k + 1)g = EfrQ(k)rQ(k + 1)g = �2J0(2�fm) (3:17)EfrI(k)rQ(k)g = EfrI(k)rQ(k + 1)g= EfrI(k + 1)rQ(k)g = EfrI(k + 1)rQ(k + 1)g = 0 (3.18)From Equations (3.16){(3.18), the covariance matrix of these four components is� = 266666664 �2 0 �2J0 00 �2 0 �2J0�2J0 0 �2 00 �2J0 0 �2 377777775 (3:19)18



where the Bessel function J0(2�fm) is simpli�ed to J0 for notational convenience.From [9], the joint pdf of these four components isp(I1; Q1; I2; Q2) = expn� 12�2(1�J20 ) [I21 � 2J0I1I2 + I22 +Q21 � 2J0Q1Q2 +Q22]o4�2�4(1� J20 ) (3:20)where I1, I2, Q1, and Q2 denote rI(k), rI(k + 1), rQ(k), and rQ(k + 1), respectively.For notational simplicity, we have dropped the dependence on time k due to thewide-sense stationarity assumption.Second, we transform this joint pdf to the joint pdf of the envelopes and phasesof the two adjacent signals, p(z1; �1; z2; �2). We de�ne the signal envelope, at time kand k + 1, as z1 = qI21 +Q21z2 = qI22 +Q22 (3.21)and the phase of a signal, at time k and k + 1, as�1 = tan�1 Q1I1�2 = tan�1 Q2I2 (3.22)Therefore, I1 = z1 cos �1Q1 = z1 sin �1I2 = z2 cos �2Q2 = z2 sin �2The Jacobian of the transformation isJ(I1; Q1; I2; Q2) = ������������� @I1@z1 @I1@�1 0 0@Q1@z1 @Q1@�1 0 00 0 @I2@z2 @I2@�20 0 @Q2@z2 @Q2@�2 ��������������119



= ������������� cos �1 �z1 sin �1 0 0sin �1 z1 cos �1 0 00 0 cos �2 �z2 sin �20 0 sin �2 z2 cos �2 ��������������1= 1z1z2 (3.23)where jAj denotes the determinant of matrix A.Using Equations (3.23) and (3.20), the joint pdf of the envelopes and phases isp(z1; �1; z2; �2) = p(I1; Q1; I2; Q2)J(I1; Q1; I2; Q2)= z1z2p(z1 cos �1; z1 sin �1; z2 cos �2; z2 sin �2)= z1z24�2�4(1 � J20 ) �exp(� 12�2(1 � J20 ) hz21 + z22 � 2J0z1z2 cos(�1 � �2)i) (3.24)Finally, as in [31], the joint pdf of two adjacent envelope samples can be foundby integrating the joint pdf of envelopes and phases with respect to the two adjacentphases. Integrating (3.24) with respect to �1 and �2, the pdf of two adjacent envelopesamples is given byp(z1; z2) = Z ��� Z ��� p(z1; z2; �1; �2)d�1d�2= z1z2 expn� z21+z222�2(1�J20 )o4�2�4(1 � J20 ) Z ��� Z ��� exp( J0z1z2�2(1� J20 ) cos(�1 � �2)) d�1d�2= z1z2 expn� z21+z222�2(1�J20 )o�4(1� J20 ) I0  z1z2J0�2(1� J20 )! (3.25)where I0(�) is the modi�ed Bessel function of the �rst kind of zero order.3.1.4 E�ects of Additive NoiseThe received bandpass signal in the presence of additive noise is given byy(t) = x(t) + n(t) (3:26)where n(t) is the additive white Gaussian noise (AWGN) with zero mean and constantpower spectral density over the entire frequency range. It is mathematically conve-nient in problems concerned with narrow-band signals in noise to model the additive20



noise process as white and to represent the noise in terms of quadrature components.This can be accomplished by postulating that the signal and noise at the receivingterminal have passed through an ideal bandpass �lter, having a passband, Bn, thatincludes the spectrum of the signals but is much wider. Such a �lter will introducenegligible, if any, distortion on the signal but it does eliminate the noise frequencycomponents outside of the passband[28].
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F0Figure 3.1: Power spectrum density of bandpass white noiseThe noise resulting from passing the white noise process through an ideal bandpass�lter is termed bandpass white noise and has the power spectral density depicted inFigure 3.1. The power spectral density of the equivalent lowpass noise nl(t) is givenby Snlnl(F ) = 8><>: N0 jF j � 12Bn0 jF j > 12Bn (3:27)and its autocorrelation function is�nlnl(� ) = N0 sin�Bn��� (3:28)where Bn is the bandwidth of the bandlimited noise. Since the bandlimited noise isa WSS process, we can obtain the autocorrelation function of the discrete-time noiseby directly sampling the autocorrelation of the continuous-time bandlimited noise,21



which is �nlnl(m) = N0 sin�BnmTs�mTs (3:29)where Ts is the sampling rate.The power spectral density for bandpass white noise is symmetric about f = 0,and is given by �nInI (m) = �nQnQ(m) = 12�nlnl(m) (3:30)where nI(k) and nQ(k) are the in-phase and quadrature components of the bandpasswhite noise.Sometimes the received signal is corrupted by inpulsive noise instead of whitenoise. Here we adopt the two-term mixture Gaussian noise model [41]. The pdf ofthis noise has the form f = (1� �)N(0; �2) + �N(0; ��2) (3:31)with � > 0, 0 � � � 1, and � � 1. In Equation (3.31), the N(0; �2) term representsthe nominal background noise, and the N(0; ��2) term represents the impulsive com-ponent, with � representing the probability that the impulse occurs. The variance ofthis noise is �2 = (1 � �)�2 + ���2 (3:32)By bandpass-�ltering with bandwidth Bn and sampling this noise at 1=Ts samplesper second, we obtain its discrete-time autocorrelation function as�nlnl(m) = N 00 sin�BnmTs�mTs (3:33)where N 00 = (1 � �)�2 + ���2.Adjacent Received Signal Envelope Statistics with NoiseWith the presence of additive white noise, the in-phase and quadrature componentsof the received signal are written asyI(k) = rI(k) + nI(k)yQ(k) = rQ(k) + nQ(k) (3.34)22



where nI(k) and nQ(k) are the in-phase and quadrature components of the bandpasswhite noise, respectively. Therefore,Efy2I (k)g = Efy2Q(k)g = �2 + 12�2n (3:35)and EfyI(k)yI(k + 1)g = EfyQ(k)yQ(k + 1)g = �2J0(2�fm) + 12�2n (3:36)EfyI(k)yQ(k)g = EfyI(k)yQ(k + 1)g= EfyI(k + 1)yQ(k)g = EfyI(k + 1)yQ(k + 1)g = 0 (3.37)where �2n is the average power of the bandpass noise, which can be equal to N0Bn ifthe noise is white Gaussian noise, or N 00Bn if the noise is two-term mixture Gaussiannoise. From Equations (3.35){(3.37), the covariance matrix for these four componentswith noise is given by� = 266666664 �2 + 12�2n 0 �2J0 + 12�2n 00 �2 + 12�2n 0 �2J0 + 12�2n�2J0 + 12�2n 0 �2 + 12�2n 00 �2J0 + 12�2n 0 �2 + 12�2n 377777775 (3:38)Again, the Bessel function J0(2�fm) in Equation (3.38) is simpli�ed to J0 for no-tational convenience. Similar to the derivation procedure from Equation (3.20) to(3.25), we can obtain the pdf of two adjacent envelope samples written asp(z1; z2) = z1z2 exp�� (�2+ 12�2n)(z21+z22)2�2(1�J0)(�2+�2J0+�2n)��2(1 � J0)(�2 + �2J0 + �2n) I0 (�2J0 + 12�2n)z1z2)�2(1 � J0)(�2 + �2J0 + 12�2n)!(3:39)3.2 Envelope Level Crossing Rate for Discrete-Time ModelFor the discrete-time propagation model introduced in the previous section, a positivelevel-crossing at time k of envelope z(k) at levelA occurs if z(k�1) � A and z(k) > A.A negative level-crossing at time k of envelope z(k) at level A occurs if z(k � 1) > A23



and z(k) � A. That is, whenever one of two adjacent samples is lower than A and theother is higher than A, an envelope level crossing is recorded. One must notice thatpositive and negative crossing directions cannot be mixed when counting the numberof level crossings. Since the sample envelopes are random signals, the number of levelcrossings is a random variable. The level crossing rate over N given samples canbe de�ned as the ratio of the expected number of level crossings to the number ofsamples. Let X denote the number of level crossings at the speci�ed envelope level Aover N given samples, the envelope level crossing rate (LCR) is therefore written as,LCR = EfXgN (3:40)Let Xk denote the state between two adjacent samples: Xk = 0 when there isno level crossing between two adjacent samples, and Xk = 1 when there is a levelcrossing. Therefore, X = n+N�1Xk=n Xk (3:41)where n denotes an arbitrary starting time and N is the total number of envelopesamples processed. Substituting Equation (3.41) into Equation (3.40), we can obtainLCR = EfPn+N�1k=n XkgN= Pn+N�1k=n EfXkgN= Pn+N�1k=n (0 � p0 + 1� p1)N= Np1N= p1 (3.42)where p0 = PfXk = 0g (3.43)p1 = PfXk = 1g (3.44)denote the probabilities of state 0 and 1, respectively. From the de�nition of envelopelevel crossing, Equation (3.42) can be written asLCR = Pfzk�1 � A; zk > Ag= Z A0 Z 1A p(zk�1; zk)dzk�1dzk (3.45)24



where p(zk�1; zk) is the joint pdf of two ajacent envelope samples. In order to �ndthe LCR, we must �rst evaluate the double integration in Equation (3.45).With the absence of the additive noise, from Equation (3.25), Equation (3.45) canbe written as,LCR = Z A0 Z 1A z1z2 expn� z21+z222�2(1�J20 )o�4(1 � J20 ) I0  z1z2J0�2(1� J20 )! dz1dz2 (3:46)where z1 and z2 denote zk�1 and zk, respectively. Substituting m2 = �2(1 � J20 ),x = z2=m, and � = (z1J0)=m into Equation (3.46), we obtainLCR = Z A0 z1�2 exp(�12(1� J20 ) z21m2)"Z 1A=m x exp��12(x2 + �2)� I0(�x)dx# dz1= Z A0 z1�2 exp(�12(1� J20 ) z21m2)Q(�;A=m)dz1= Z A0 z1�2 exp(�12(1� J20 ) z21m2)Q�z1J0m ; Am� dz1 (3.47)where Q(�; �) = Z 1� x exp��12(x2 + �2)� I0(�x)dxis the Marcum's Q function [17]. Substituting x = z1=m into Equation (3.47),LCR = Z A=m0 (1� J20 )x exp��12x2(1� J20 )�Q(J0x;A=m)dx (3:48)The Marcum's Q function can be written in terms of the following series [17],Q(�; �) = e� 12 (�2+�2) 1Xn=0 ��!n In(��) (3:49)Substituting Equation (3.49) into (3.48),LCR = (1 � J20 )e�A2=(2m2) 1Xn=0�J0mA �n Z A=m0 xn+1e�x2=2In �J0Axm � dx= (1 � J20 )e�A2=(2m2) 1Xn=0�J0mA �nG (3.50)where G = Z A=m0 xn+1e�x2=2In �J0Axm � dx (3:51)Substituting v = A=m into Equation (3.51), we obtainG = Z v0 xn+1e�x2=2In(J0vx)dx (3:52)25



Expanding e�x2=2 into series,e�x2=2 = 1 +  �x22 !+ 12!  �x22 !2 + � � �+ 1k!  �x22 !k + � � � (3:53)and substituting Equation (3.53) into (3.52), we obtain,G = Z v0 xn+1In(J0vx)dx+ Z v0 xn+1  x22 ! In(J0vx)dx+ � � �+ Z v0 1k!xn+1  x22 ! In(J0vx)dx+ � � � (3.54)The modi�ed Bessel functions have the property [17],Z �nIn�1(��)d� = �n� In(��) (3:55)Using Equations (3.54) and (3.55), we obtain,G = vne�v2=2 1Xk=1 J�k0 In+k(J0v2)= �Am�n e�A2=2m2 1Xk=1 J�k0 In+k  J0A2m2 ! (3.56)Substituting Equation (3.56) into Equation (3.50), we obtainLCR = (1 � J20 )e�A2=m2 1Xn=0 1Xk=1Jn�k0 In+k  J0A2m2 != (1 � J20 )e�A2=�2(1�J20 ) 1Xn=0 1Xk=1 Jn�k0 In+k  J0A2�2(1� J20 )!= (1 � J20 )e�2�2=(1�J20 ) 1Xn=0 1Xk=1Jn�k0 In+k  2J0�21 � J20 ! (3.57)where � = A=p2�2, and p2�2 is the rms value of the signal envelope amplitude.With the presence of noise, by using the derivation procedure shown from Equa-tions (3.45) to (3.57) and using Equation (3.39), we can obtain the LCR asLCR = (1� J0)(1 + J0 + 2s )e� 2(1+ 1s )2�2(1�J0)(1+J0+ 2s ) 1Xn=0 1Xk=10@J0 + 1s1 + 1s 1An�k�In+k 0@ 2(J0 + 1s (1 + 1s )�2(1� J0)(1 + J0 + 2s 1A (3.58)where s = (2�2)=�2n is the signal-to-noise ratio (SNR).26



3.3 Level Crossing Rate EstimationWe have shown that the level crossing rates of the envelope z(k) = qr2I (k) + r2Q(k) ofa received signal in noise are functions of the mobile velocity as discussed in previoussections. The envelope level crossing rate (LCR) is de�ned as the average numberof level-crossings per envelope sample at an envelope amplitude level A, which ispredeterminated by received signals.Therefore, the LCR of the received signals can be used to estimate the mobilevelocity. The LCR as the function of mobile velocity is given by Equation (3.57) forthe noiseless case, and Equation (3.58) for the case in the presence of additive noise.As long as we are given the LCR for the received signal, we can solve for the maximumDoppler frequency fm using the equations shown above. Once fm is calculated, usingv = fmFscFc (3:59)where Fs is the sampling rate, Fc is the carrier frequency and c is the velocity of light,we can solve for the desired mobile velocity v.3.3.1 Level Crossing Rate Estimation ProceduresIn level crossing rate estimation of mobile velocity, the �rst step should be bandpass-�ltering the received signal in additive noise to get rid of the out-of-band componentof the signal. Then we can sample the output of the bandpass �lter at Fs samplesper second to obtain the discrete-time signal. In order to obtain the LCR, we needto convert the received discrete-time signal into an equivalent lowpass signal andcalculate the LCR at a speci�ed level A over N envelope samples. From the obtainedLCR and using Equations (3.57){(3.59), we can calculate the desired mobile velocity.The procedure is shown in Figure 3.2. Before we go further, we must clarify someissues in parameter determination. We need to know how the bandwidth of thebandpass �lter is speci�ed; how to choose the sampling rate Fs; and how manyenvelope samples should be processed to obtain the LCR.27
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Sampling Rate FsThe sampling rate Fs can be theoretically chosen as twice the upper bound of thebandpass signal due to the sampling theorem. In practice, it would be expensivein the case that the upper bound frequency is extremely high. Generally, the carrierfrequency in mobile communication systems is very high. For example, about 2 GHz isused for recent personal communications systems. We need to �nd another samplingmethod. It would be advantageous to perform a bandpass-to-lowpass conversion, andsample the equivalent lowpass signal [29]. Figure 3.2 is, therefore, modi�ed as inFigure 3.3. The resulting equivalent lowpass signal has a bandwidth Bn=2; hence itcan be represented uniquely by samples taken at the rate of Bn samples per secondfor each of the quadrature components. Thus the sampling can be performed on eachof the lowpass �lter outputs at the rate of Bn samples per second. Therefore, theresulting rate is 2Bn samples per second.
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equations. To guarantee a unique estimated fm, we must limit the maximum value ofthe expected fm for a speci�c mobile communication system to be less than 0:3827,which is the smallest positive solution of J20 (2�fm) = 0. This can be accomplishedby choosing a large enough sampling rate. Fortunately, if we set the sampling rateFs to be at least larger than 2Bn, which in turn is larger than 4Fm, the maximumvalue of the expected maximum Doppler frequency fm = Fm=Fs is always less than0:25. Therefore, a unique solution of the estimated fm is always guaranteed.
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Figure 3.4: Squared Bessel functionNumber of Samples NIn order to obtain an accurate estimate of the actual LCR, it is necessary to process asu�cient number of envelope samples. This can be accomplished by determining thecon�dence interval for the observed LCR. By specifying the desired width of interval,the necessary number of samples can be calculated.Letting �l denote the con�dence interval, the observed LCR R̂l should fall into therange of (Rl��l; Rl+�l), where Rl represents the actual LCR. The interval boundary�l can be calculated from the observed values as [10]�l = QsR̂l(1� R̂l)N (3:61)where N is the total number of samples to be processed and the value of Q dependson �l=R̂l as shown in Table 3.1. 30



�l=R̂l 10% 5% 1%Q 1.65 1.96 2.58Table 3.1: Standard deviation multipliers for various con�dence intervalsSolving for N from Equation (3.61),N = Q2R̂l(1� R̂l)�2l (3:62)By specifying �l, we can calculate the desired number of samples processed. Ta-ble 3.2 shows numbers of samples corresponding to various observed LCR, where �lis speci�ed as 0:1R̂l. R̂l 0.1 0.01 0.001�l 0.01 0.001 0.0001N 2:4 � 103 2:69 � 104 2:72 � 105Table 3.2: Total number of samples for various observed LCRAlgorithm SummaryThe algorithm for estimation of mobile velocity using LCR method is summarized asbelow,� Design a bandpass �lter with bandwidth Bn. In all experiments, a Butterworth�lter is used with upper cuto� frequency Fcu = Fc+Bn=2, lower cuto� frequencyFcl = Fc �Bn=2, upper stopband frequency Fsu = Fcu + Bn=4, lower stopbandfrequency Fsl = Fcl � Bn=4, and 60 dB stopband attenuation, where Fc is thecarrier frequency,� Bandpass-�lter the received fading signal through the bandpass �lter,� Convert the bandpass received signal into its lowpass equivalent signal,31



� Sample the lowpass equivalent signal at the sampling rate of Fs samples persecond,� Calculate the LCR at a speci�ed level A over N envelope samples, and� Calculate the desired mobile velocity from the obtained LCR using Equa-tions (3.57) or (3.58) and (3.59).3.3.2 Implementation and Simulation ResultsIn the previous section, we have introduced a new algorithm and procedure of LCRestimation of mobile velocity, as well as the parameter speci�cations for the LCRvelocity estimator. We will represent the detailed simulation procedure and resultsin this section.Before we describe the results in detail, we have to �rst specify the parameters forvelocity estimation. As we have described in the previous section, both the bandwidthof the bandpass �lter Bn and the sampling rate Fs depend on the maximum valueof the expected Doppler frequency Fm, which in turn depends on the maximumexpected mobile velocity vmax and the carrier frequency Fc. If the mobile stationsare automobiles, it is reasonable to assume that the maximum expected velocityvmax is 200 km/h. Assuming that the carrier frequency is 2 GHz, we can, therefore,calculate the other parameters using the methods described in previous section. Theseparameters are shown in Table 3.3. The curve of LCR against mobile velocity v isdepicted in Figure 3.5, using Equations (3.57) and (3.59).Fc vmax Fm;max Bn Fs fm;max2 GHz 200 km/h 370.4 Hz 800 Hz 1600 Hz 0.2315Table 3.3: Parameters for simulation systemThe �nal parameter to be speci�ed is the total number of samples processed. Inan urban area, the vehicle speed usually ranges from 20 to 70 km/h. This corre-sponds to a maximum Doppler frequency fm, within the range of (0:02316; 0:08103),32
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Figure 3.5: Level crossing rate against vehicle speed vusing parameters shown in Table 3.3 and Equation (3.60). From Figure 3.5 or usingEquations (3.57), we obtain that the range of LCR is within (0:0141; 0:1038). UsingEquation (3.62) and setting the con�dence interval to be 10% of observed LCR, wecan calculate the total number of samples processed N to be within the range of(2:4 � 103; 2:69 � 104). To assure the accuracy of simulation, we choose the upperbound 2:69 � 104 as the total number of samples processed, which corresponds to avehicle speed of 20 km/h.Now that we have speci�ed all the parameters used in the LCR method of mobilevelocity estimation, we simulate the implementation of this estimator. As describedin the previous section, we need to bandpass-�lter the input fading signal, sample theoutput of the bandpass �lter, calculate the LCR at a speci�ed envelope amplitudelevel, then calculate the desired mobile velocity using Equations (3.59) and (3.57)or (3.58).Ideally, we would like to test the estimator on real data with known mobile velocity.Since we do not have the real fading signal, we generate a fading signal using a fadingsignal generator described in Section 2.4. For the sake of simplicity, we use Young andBeaulieu's generator. First, we generate a sequence of fading signal samples accordingto a speci�c vehicle speed. Since, from Section 2.4.3, the generated signal is alreadydiscrete-time, we do not have to implement the sampling procedure. Second, we countthe number of positive crossings through a speci�c envelope level over N envelope33



samples and calculate the LCR. Finally, we calculate the estimated vehicle speedusing Equations (3.57) to (3.59) and the given LCR. If the estimated vehicle speed isclose to the one speci�ed to generate the fading signal, the LCR estimation methodfor the mobile velocity is justi�ed.In order to simulate the implementation of the LCR method in the presence ofnoise, we also need to generate a bandlimited noise sequence with bandwidth Bn, andadd it onto the generated fading signal. We can �nd that Equation (3.58) tends toEquation (3.57) when the SNR tends to in�nity. In high SNR conditions, we can,therefore, use Equation (3.57) to solve for the LCR in the presence of noise. Sincethe fading signal and additive noise are generated by computer, Monte-Carlo trialsare used to smooth the uctuation.The procedure is shown in Figure 3.6 and sumarized below,� Generate a fading signal using Young and Beaulieu's generator according to aspeci�c vehicle speed,� Generate bandlimited noise with bandwidth Bn according to a SNR value andadd it onto the generated fading signal to form the received signal at the mobilestation,� Count positive crossings through a speci�ed envelope level over N envelopesamples and calculate the LCR, and� Calculate estimated vehicle speed using Equations (3.57) and (3.59),� Repeat the above steps until the total number of Monte-Carlo trials is reachedand calculate the average vehicle speeds obtained from the trails.Simulation Results without NoiseSimulating the LCR estimation method of mobile velocity using a received fadingsignal that is not corrupted by noise is relatively straightforward. Assuming thatthe maximum vehicle speed is 200 km/h, the carrier frequency is 2 GHz, then themaximum expected value of the maximum Doppler frequency is 370:4 Hz. Followingthe previous section, we can set the sampling rate to be 1600 Hz. Letting the input to34
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v (km/h) 20 30 40 50 60 70 80v̂ (km/h) 20.71 30.53 40.59 50.39 60.15 69.40 78.96v (km/h) 90 100 110 120 130 140 150v̂ (km/h) 87.05 95.20 102.01 108.82 115.54 120.37 125.92v (km/h) 160 170 180 190 200v̂ (km/h) 128.63 133.36 136.72 139.97 142.09Table 3.4: LCR estimation results without noise, maximum vehicle speed: 200 km/h,sampling rate: 1600 Hz, Monte-Carlo trials: 30the LCR estimator is dependent on vehicle speed. The faster the vehicle, the largerthe required sampling rate. In a practical system, we can set a threshold of themobile speed due to the carrier frequency and maximum expected mobile speed. Ifthe estimated vehicle speed crosses this threshold, we must increase the sampling rateand re-estimate the vehicle speed to obtain more accuracy.Simulation Results in Additive White Gaussian NoiseWe now simulate the LCR estimation system of the mobile speed with received fadingsignal corrupted by additive white Gaussian noise. Equations (3.58) and (3.59) willbe used. In practical estimation system, however, since we do not exactly know thesignal-to-noise ratio, therefore, the use of Equation (3.58) is inconvenient. It will beadvantageous to use Equation (3.57) in the noisy case. This would imply that the useof Equation (3.57) is robust in the estimation of mobile speed using received fadingsignal regardless of additive noise. We will demonstrate the robustness by using thisequation in simulation of mobile speed in presence of additive noise.Assuming that the maximum vehicle speed is 200 km/h, the carrier frequencyis 2 GHz, then the maximum expected value of the maximum Doppler frequencyis 370:4 Hz. Following the previous section, the bandwidth of the bandpass �ltercould be set to be 800 Hz, then the sampling rate could be set to be 1600 Hz for the36
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Figure 3.7: Level crossing rate against vehicle speed without noise, maximum vehiclespeed: 200 km/h, sampling rate: 1600 Hz, Monte-Carlo trials: 30
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Figure 3.8: LCR estimation results without noise, maximumvehicle speed: 200 km/h,sampling rate: 1600 Hz, Monte-Carlo trials: 3037



v (km/h) 100 110 120 130 140 150v̂ (km/h) 100.17 110.32 119.13 129.68 138.67 147.04v (km/h) 160 170 180 190 200v̂ (km/h) 157.41 165.67 173.40 181.88 190.67Table 3.5: LCR estimation results without noise, maximum vehicle speed: 200 km/h,sampling rate: 3200 Hz, Monte-Carlo trails: 30
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Figure 3.9: LCR estimation results without noise, maximumvehicle speed: 200 km/h,sampling rate 3200 Hz, Monte-Carlo trials: 3038



vehicle speeds lower than 100 km/h, and 3200 Hz for the vehicle speeds of 100 km/hand above. Letting the input to the fading signal generator correspond to the actualvehicle speed, we can obtain the output of the generator is a sequence of discrete-timefading signal samples, where the number of samples processed is set to be 2:69� 104.Simply following the estimation procedure described in Figure 3.6,we can obtainthe simulation results, using Equations (3.59) and (3.57), where � = 1, and the num-ber of the terms of the sumations is set to be 30. The signal-to-noise ratio for eachspeed is varied from 5 to 50 dB. The simulation results are shown in Figures 3.10to 3.15. From these �gures, we can observe that the estimated vehicle speeds areclose to the actual values. When the signal-to-noise ratio exceeds 30 dB, the simu-lation results become quite accurate. Then, we can conclude that the robustness ofEquation (3.57) in the presence of additive white Gaussian noise is justi�ed in SNR'sof at least 30 dB.Simulation Results in Impulsive NoiseIn the previous section, we have demostrated that the LCR mobile speed estimatoris robust in the presence of additive Gaussian noise. However, as described in Sec-tion 3.1.4, impulsive noise is sometimes encountered in practical application of mobilecommunication systems. Therefore, in this section, we will simulate the LCR mobilespeed estimator in the presence of impulsive noise. Here we use the two-term mixtureGaussian noise to represent impulsive noise as described in Section 3.1.4.Assuming that the maximum vehicle speed is 200 km/h, the carrier frequency is 2GHz, then the maximum expected value of the maximum Doppler frequency is 370:4Hz. Following the previous section, the bandwidth of the bandpass �lter is set tobe 800 Hz, then the sampling rate could be set be 1600 Hz for the vehicle speedslower than 100 km/h, and 3200 Hz for the vehicle speeds of 100 km/h and above.Letting the input to the fading signal generator correspond to the actual vehicle speed,we obtain at the output of the generator, a sequence of discrete-time fading signalsamples, where the number of samples processed is set to be 2:69� 104.Simply following the estimation procedure described in Figure 3.6, we obtain thesimulation results, using Equations (3.59) and (3.57), where � = 1, and the number39
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Figure 3.10: Simulation results of actual vehicle speed of 20 km/h in presence ofadditive Gaussian noise
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Figure 3.11: Simulation results of actual vehicle speed of 50 km/h in presence ofadditive Gaussian noise 40
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Figure 3.12: Simulation results of actual vehicle speed of 70 km/h in presence ofadditive Gaussian noise
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Figure 3.13: Simulation results of actual vehicle speed of 100 km/h in presence ofadditive Gaussian noise 41



5 10 15 20 25 30 35 40 45 50
118

120

122

124

126

128

130

Signal−to−noise ratio (dB)

E
st

im
at

ed
 v

eh
ic

le
 s

pe
ed

 (
km

/h
)

Figure 3.14: Simulation results of actual vehicle speed of 120 km/h in presence ofadditive Gaussian noise
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Figure 3.15: Simulation results of actual vehicle speed of 150 km/h in presence ofadditive Gaussian noise 42



of the terms of the sumations is set to be 30. The signal-to-noise ratio for each speedis varied from 5 to 50 dB, � = 0:01, and � = 100. The simulation results are shownin Figures 3.16 to 3.21. The simulation results are close to the actual mobile speeds.Then, robustness of Equation (3.57) in the presence of two-term mixture Gaussiannoise is justi�ed.3.4 SummaryWe have derived the LCR mothod of the mobile velocity estimation and shown theimplementation procedure and simulation results of the LCR estimator in this chap-ter. The simulation results show that the estimates of the mobile velocity are close tothe actual values, in the presence of white additive noise or two-term mixture Gaus-sian noise. However, the sampling rate used in the LCR estimator depends on thevehicle speed. In a practical system, a threshold may be set to adjust the samplingrate. When the estimated mobile velocity exceeds the threshold, the sampling rateshould be increased and the mobile velocity should be re-estimated.
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Figure 3.16: Simulation results of actual vehicle speed of 20 km/h in presence oftwo-term mixture Gaussian noise
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Figure 3.17: Simulation results of actual vehicle speed of 50 km/h in presence oftwo-term mixture Gaussian noise 44
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Figure 3.18: Simulation results of actual vehicle speed of 70 km/h in presence oftwo-term mixture Gaussian noise
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Figure 3.19: Simulation results of actual vehicle speed of 100 km/h in presence oftwo-term mixture Gaussian noise 45
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Figure 3.20: Simulation results of actual vehicle speed of 120 km/h in presence oftwo-term mixture Gaussian noise
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Figure 3.21: Simulation results of actual vehicle speed of 150 km/h in presence oftwo-term mixture Gaussian noise 46



Chapter 4Autocorrelation Function EstimatorWe have described the level crossing rate (LCR) method of mobile velocity estimationand shown implemention and simulation results in the previous chapter. From thatchapter, we noted that there is a drawback in using the LCR estimator. When themobile speed is large, it will be underestimated if the sampling rate of the continuous-time received signal is relatively small. That is, the sampling rate must be either largeror cannot be �xed when we are using LCR estimation. In this chapter, we proposea new type of estimator using the autocorrelation function of discrete-time receivedfading signal with a �xed sampling rate of the continuous-time received signal, whichis denoted as autocorrelation function (ACF) estimator for mobile velocity.In Section 4.1, we describe the algorithm for the new ACF estimator, and we willshow implementation and simulation results in Section 4.2.4.1 ACF Estimator AlgorithmAs we have described in Section 3.1.2, the autocorrelation function (ACF) of thein-phase and quadrature components of the discrete-time fading signal is a functionof the maximum Doppler frequency, which is proportional to the mobile velocity.Therefore, the ACF is a function of the mobile velocity. From Equations (3.13)and (3.57) or (3.58), we �nd that the relationship between the ACF of the in-phaseor quadrature components of the fading signal and the mobile velocity is much simplerthan the relationship between the LCR and the mobile velocity. It is therefore mucheasier to derive a mobile velocity estimator using the relationship between the ACF47



of the in-phase or quadrature components of the fading signal and mobile velocity.We will derive the algorithm without assuming additive noise �rst, then later presentan algorithm suitable in the presence of noise.4.1.1 ACF Estimator without NoiseFrom Section 3.1.2, for Rayleigh distributed channels, the autocorrelation function ofquadrature components of fading signal is a product of the average envelope powerand a Bessel function, of which the maximum Doppler frequency fm is the variable.That is, �II(m) = �2J0(2�fmm) (4:1)where �2 is the variance of the quadrature components of the fading signal. J0(�) isthe zero-order Bessel function of the �rst kind.Letting m in Equation (4.1) equal 0 and 1, respectively, we obtain8><>: �II(0) = �2�II(1) = �2J0(2�fm) (4:2)Then the ratio �II(1)=�II(0) can be used to solve for fm,fm = 12�J�10  �II(1)�II(0)! (4:3)where J�10 (�) is the inverse function of the zero-order Bessel function of the �rst kind.We use the following maximum-likelihood estimators (MLE's) of �II(1) and �II(0)over N samples for the case of unstructured covariance matrices [25],�̂II(0) = 1N NXk=1 xI(k)2�̂II(1) = 1N � 1 NXk=1xI(k)xI(k + 1) (4.4)where xI(k) is the quadrature component of the received fading signal. SubstitutingEquation (4.4) into Equation (4.3), we can obtain the estimate of Doppler frequencyf̂m. Using invariance [25], we note that f̂m is also a MLE of the Doppler frequencyfm. 48



As we have known, the maximum Doppler frequency fm is appropriate to themoblie velocity v we are estimating, it is, therefore, straightforward to obtain themobile velocity using the relationship formula between these two quantities. UsingEquation (3.59), the estimated mobile velocity is derived asv̂ = cFs2�FcJ�10  �̂II(1)�̂II(0)! (4:5)4.1.2 ACF Estimator with NoiseIn the previous section, we have derived the ideal ACF estimator for mobile velocityin the absence of noise. In fact, the received fading signal is always corrupted bynoise in practical mobile communication systems. It is, therefore, necessary to derivean ACF estimator using the received fading signal corrupted by noise.Being corrupted by noise, the quadrature components of the received fading signal,yI(k) can be written as yI(k) = xI(k) + nI(k) (4:6)where nI(k) is the quadrature component of noise. Therefore, the autocorrelationfunction of the quadrature components of the received signal becomes (see Sec-tion 3.1.4) �II(m) = �2J0(2�fmm) + 12N0 sin�BnmTs�mTs (4:7)for band-limited white Gaussian noise, where N0 is the power of the noise, Bn is thebandwidth of the noise, Ts is the sampling period.If the sampling period Ts is small, the second term of Equation (4.7) can besimpli�ed as 0 and 1=2(N0Bn), when m equals 0 and 1, respectively. Thus, �II(0)and �II(1) become �II(0) = �2�II(1) = �2J0(2�fm) + 12�2n (4.8)where �2n = N0Bn. Therefore, Equation (4.3) becomesfm = 12�J�10  �II(1)�II(0) � 1s! (4:9)49



where s = 2�2�2n (4:10)is the signal-to-noise ratio (SNR).If the recevied fading signal is corrupted by two-term mixture Gaussian noise, theautocorrelation function of quadrature components of fading signal is written as (seeSection 3.1.4)�II(m) = �2J0(2�fmm) + 12[(1� �)�2 + ���2] sin�BnmTs�mTs= �2J0(2�fmm) + 12N 00 sin�BnmTs�mTs (4.11)where N 00 = (1 � �)�2 + ���2.Similarly, when the sampling period is small and letting m equal 0 and 1, we canobtain �II(0) = �2�II(1) = �2J0(2�fm) + 12�0n 2 (4.12)where �0n 2 = N 00Bn. Solve for the maximum Doppler frequency using the ratio of�II(1)=�II(0), fm = 12�J�10  �II(1)�II(0) � 10s! (4:13)where 0s = 2�2�0n 2 (4:14)is the signal-to-noise ratio (SNR).Given the signal-to-noise ratio and using Equation (4.4), where xI(k) is replacedby yI(k), we can obtain the MLE of fm. Then we can solve for the mobile velocityestimate v̂ v̂ = cFs2�FcJ�10  �̂II(1)�̂II(0) � 1s! (4:15)where s is either the SNR in Equation (4.10) or in Equation (4.14).Compared to the ACF method in this chapter, the covariance approximation(COV) method [33] described in Section 2.3.2 uses the squared-envelope of the re-ceived fading signal rather than the in-phase or quadrature components. Furthermore,50



the COV method assumes that the covariance �rr(0) is known exactly for eliminatingthe bias with respect to K. However, since �rr(0) is always unknown, it must beestimated. Therefore, the estimation erorr of �rr(0) will introduce more bias to themobile velocity estimates.4.2 Implemention and Simulation ResultsWe have described the algorithms of the ACF estimators for mobile velocity in theprevious section. We will deal with implementation and simulation issues for the ACFestimators in this section.4.2.1 Implementation ProceduresThe implementation procedure of the ACF estimator is slightly di�erent from thatof the LCR estimator. We deal with the in-phase component of the received fadingsignal instead of the envelope of the signal. Figure 4.1 shows the implementationprocedure of the mobile velocity using the received fading signal with the presence ofnoise, where the noise could be additive white Gaussian noise or two-term mixtureGaussian noise described earlier. As described in Chapter 3, we need to know howthe bandwidth of the bandpass �lter is speci�ed; how to choose the sampling rate Fs;and how many signal samples should be performed to obtain the mobile speed.Bandpass Filter Bandwidth BnAssuming that we pass the in-phase or quadrature component of the received signalr(k) = rI(k) + nI (k) (4:16)through a lowpass �lter with an impulse response h(k) and bandwidth Bn=2, weobtain the output z(k). In Equation (4.16), rI(k) denotes the in-phase or quadraturecomponent of the fading signal and nI(k) is the in-phase or quadrature componentof the additive noise. The variance of z(k) is given by�zz(0) = Z Bn=2�Bn=2 Srr(f)jH(f)j2df (4:17)51
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to Fm as possible for accurate estimation of �rIrI(0). This justi�es our choice ofBn ' 2Fm as the bandwidth of the bandpass �lter.As in Section 3.3.1, the maximum Doppler frequency Fm depends on the carrierfrequency Fc and mobile velocity v. However, the carrier frequency is usually �xedfor a practical mobile communication system, the maximum Doppler frequency ismainly a�ected by the mobile velocity v. Therefore, as long as the bandwidth of thebandpass �lter is set to be at least 2Fm, useful imformation will not be eliminated bythe bandpass �lter.Sampling Rate FsFrom Section 3.3.1, if the sampling rate Fs is set to be at least 2Bn, which in turnis larger than 4Fm. This makes the discrete-time maximum Doppler frequency fmis always less than 0:25 and guarantees the mobile velocity and LCR are one-to-onemapped. This is also true for the ACF estimation. When we limit fm to be less than0:25, the autocorrelation function of the received fading signal uniquely correspondsto the mobile velocity.Number of Samples NIn order to obtain an accurate estimate of the actual fm, it is necessary to processa su�cient number of signal samples. This can be accomplished by determiningthe con�dence interval for the fm. By specifying the desired width of interval, thenecessary number of samples can be calculated using Equation (3.62).Implementation SummaryThe algorithm for estimation of mobile velocity using ACF method is summarized asbelow,� Design a bandpass �lter with bandwidth Bn, for example, the Butterworth �lterdescribed in Section 3.3.1,� Bandpass-�lter the received fading signal through the bandpass �lter,� Convert the bandpass received signal into its lowpass equivalent signal,53



� Sample the lowpass equivalent signal at the sampling rate of Fs samples persecond,� Obtain the MLE's of �II(0) and �II(1) from N given samples,� Calculate the desired mobile velocity from the obtained �̂II(0) and �̂II(0) andEquations (4.5), or Equation (4.15) if we have known the SNR.4.2.2 Simulation ResultsIn the previous section, we have introduced the algorithm and implementation pre-cedure of ACF mobile velocity estimator, we will study the detailed simulation pro-cedure and results in this section.The simulation procedure is slightly di�erent from the implementation procedureshown in Figure 4.1, because we do not have the actual fading signal. The simula-tion precedure is shown in Figure 4.2, where xI(k) and nI(k) are generated in-phasecomponent of fading signal and noise. Here we use Young's fading signal generatordescribed in Section 2.4.3 to produce a fading signal, whose autocorrelation func-tion matches the autocorrelation function of the actual fading signal very well [43].Because the output of the generator is already discrete-time, we do not have to im-plement the sampling procedure.
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we can obtain the bandwidth of the bandpass �lter Bn, the sampling rate Fs, whichare shown in Table 3.3. We should also set the total number of samples processed toobtain an accurate estimate of vehicle speed. Assuming that the minimum expectedvehicle speed of 10 km/h, the digital maximum Doppler frequency fm is 0:01158.Using Equation (3.62) and setting the con�dence interval to be 10% of estimatedfm, we can calculate the total number of samples processed N is 2:33 � 104. Theparameters calculated are shown in Table 4.1.Fc Bn Fs N2 GHz 800 Hz 1600 Hz 2:33 � 104Table 4.1: Parameters of ACF estimatorWe will study the simulation results without noise, with additive white Gaussiannoise and with two-term mixture Gaussian noise. Since the fading signal and noiseare generated by computer, Monte-Carlo trials are used to smooth the uctuation.The simulation procedure is summarized as below,� Generate in-phase component of fading signal using Young's generator accordingto a speci�c vehicle speed,� Generate in-phase component of bandlimited noise with bandwidth Bn accord-ing to a SNR value and add it onto the generated fading signal to create thein-phase component of received signal at the mobile station� Calculate the MLE's of �II(0) and �II(1) over N samples, and� Calculate estimated vehicle speed using Equation (4.5),� Repeat above steps until reach the total number of Monte-Carlo trials andcalculate the average vehicle speeds obtained from the trials.Simulation Results in the absence of noiseFollowing the simulation precedure depicted in Figure 4.2, except for the generationof noise, and using parameters in Table 4.1, we obtain the simulation results in the55



absence of noise, which are shown in Table 4.2 and Figure 4.3. From the �gure andv km/h 10 20 30 40 50v̂ km/h 10.03 19.89 29.84 39.83 49.82v km/h 60 70 80 90 100v̂ km/h 59.60 69.46 79.29 88.64 98.41v km/h 110 120 130 140 150v̂ km/h 107.82 117.19 126.44 135.35 144.31v km/h 160 170 180 190 200v̂ km/h 153.53 162.27 170.48 178.58 187.18Table 4.2: ACF estimation results without noise
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Simulation resultsFigure 4.3: ACF estimation results without noisethe table, we can �nd that the estimated vehicle speeds match the acutal ones very56



well. All errors introduced are less than 10%. This implies that the correctness ofthe ACF estimator is justi�ed. Also, the use of a �xed sampling rate simpli�es theimplementation of the ACF estimator of the mobile speed.Simulation Results in the presence of AWGNWe have illustrated the simulation results of ACF estimator in the absence of noiseand found that the estimates of the mobile velocity are close to the actual values.Now we will deal with issues of simulation in the presence of AWGN. Following thesimulation procedure depicted in Figure 4.2 and using the parameters in Table 4.1,and letting the signal-to-noise ratio range from 5 to 50 dB, we obtain the simulationresults shown in Figures 4.4 to 4.9, where circle-lines represent ACF estimates andstar-lines represent LCR estimates. The sampling rates for both methods are 1600Hz for the case of the mobile speeds are less than 100 km/h, and 3200 Hz for the caseof the mobile speeds are larger than 100 km/h.These �gures show that ACF estimates of the mobile speeds obtained from thenoisy signal are close to actual values for various SNR's. Then, we can justify thecorrectness of ACF estimator in the presence of AWGN. From these �gures, we also�nd that ACF estimates are more accurate than LCR estimates, especially in lowSNR conditions. However, when the actual mobile speeds and the SNR are large, theLCR estimates are closer to actual mobile speeds.Simulation Results in the presence of Impulsive NoiseFor a practical mobile communication system, as described in Section 3.1.4, the re-ceived fading signal is often corrupted by impulsive noise. Therefore, it is necessary tosimulate the ACF estimator in the presence of impulsive noise. Here we use two-termmixture Gaussian noise to represent it. Following the simulation procedure depictedin Figure 4.2 and using the parameters in Table 4.1, and letting the signal-to-noiseratio range from 5 to 50 dB, � = 0:01, and � = 100, we obtain the simulation resultsshown in Figures 4.10 to 4.15, where circle-lines represent ACF estimates and star-lines represent LCR estimates. The sampling rates for both methods are 1600 Hz forthe case of the mobile speeds are less than 100 km/h, and 3200 Hz for the case of the57
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Figure 4.4: Simulation results of actual vehicle speed of 20 km/h in presence ofadditive Gaussian noise
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Figure 4.5: Simulation results of actual vehicle speed of 50 km/h in presence ofadditive Gaussian noise 58
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Figure 4.6: Simulation results of actual vehicle speed of 70 km/h in presence ofadditive Gaussian noise
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Figure 4.7: Simulation results of actual vehicle speed of 100 km/h in presence ofadditive Gaussian noise 59
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Figure 4.8: Simulation results of actual vehicle speed of 120 km/h in presence ofadditive Gaussian noise
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Figure 4.9: Simulation results of actual vehicle speed of 150 km/h in presence ofadditive Gaussian noise 60



mobile speeds are larger than 100 km/h.These �gures show that ACF estimates of mobile speeds obtained from the signalcorrupted by two-term mixture Gaussian noise are close to the actual speeds forvarious SNR's. Correctness of ACF estimator in the presence of two-term mixtureGaussian noise is then justi�ed. Compared to the LCR estimates, the ACF estimatorhas much better performance in low SNR. However, when the mobile speeds and SNRare large, LCR estimates are more accurate than ACF estimates.4.3 SummaryIn Section 4.1, we described the algorithm of ACF method of mobile velocity. Wealso showed implementation procedure and simulation results of the ACF estimatorin Section 4.2. From the simulation results, we learned that ACF estimates areaccurate. Compared to the LCR mobile velocity estimator, the ACF estimator uses asingle sampling rate of the continuous-time received signal for di�erent mobile speeds,which simpli�es the implementation of the mobile velocity estimation. Furthermore,ACF estimates of mobile speeds are more accurate than LCR estimates in low SNRconditions. When mobile speeds and SNR are large, the LCR estimator has betterperformance.
61
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Figure 4.10: Simulation results of actual vehicle speed of 20 km/h in presence oftwo-term mixture Gaussian noise
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Figure 4.11: Simulation results of actual vehicle speed of 50 km/h in presence oftwo-term mixture Gaussian noise 62
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Figure 4.12: Simulation results of actual vehicle speed of 70 km/h in presence oftwo-term mixture Gaussian noise
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Figure 4.13: Simulation results of actual vehicle speed of 100 km/h in presence oftwo-term mixture Gaussian noise 63
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Figure 4.14: Simulation results of actual vehicle speed of 120 km/h in presence oftwo-term mixture Gaussian noise
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Figure 4.15: Simulation results of actual vehicle speed of 150 km/h in presence oftwo-term mixture Gaussian noise 64



Chapter 5Application to Mobile Location Tracking5.1 Introduction to Mobile GeolocationEmergency services for cellular phone users have drawn signi�cant attention overthe past few years. In 1996, in order to achieve adequate provision of emergencyservices, the Federal Communications Commission (FCC) in the U.S. announced itsmandate for enhanced emergency services (E-911) for cellular phone users. The wire-less services providers, including cellular, personal communications services (PCS)and special mobile radio (SMR), are required to provide latitude and longitude es-timates of the 911 caller's position within an accuracy of 125 m RMS in 67 percentof all measurement by October, 2001[13]. Recently, to conform the FCC requirementbeing concerned primarily with the ability to locate mobile telephones originatingemergency phone calls is the main goal for implementing position location.Geolocation systems may be loosely separated into unilateral systems and multi-teral systems [30]. In a unilateral system, a mobile unit estimates its own positionbased on received signal from transmitters at known locations. The Global Position-ing System (GPS) is the classic example of unilateral system. In a multilateral system,an estimate of the mobile location is based on a signal transmitted by the mobile andreceived at multiple �xed base stations. Most cellular geolocation systems are mul-tilateral, where the estimate of the mobile's position is made by the network, ratherthan by the mobile itself. In this section, we review some basic mobile positioningtechnologies that are available for accurate position location in recent years.65



5.1.1 Global Positioning SystemsA GPS receiver makes the appropriate signal measurements from signals transmittedfrom a network of 24 satellites and uses these measurements to determine its position[11, 15, 18, 21]. These satellites with precise timing transmit L-band signals (cen-tered at 1575.42 MHz) to earth. The receiver measures the time delay between thesignals leaving the satellites and arriving at the receiver with a built-in clock. Theexact distance from the receiver to each satellite is then calculated. A sphere abouteach satellite can be described by the calculated distance from each satellite to thereceiver. If three satellites are visible to the receiver, the receiver's position lies atthe intersection of these three spheres, providing coordinates in latitude, longitude,and altitude. In practice, signals from the fourth satellite are used to correct receiverclock errors, due to the lower-accuracy built-in clock of the receiver.Commercial GPS receivers that are available now accurately determine position towithin approximately 50 m [18]. However, wireless services providers are not intendingto use GPS as their principal geolocation technology. This may be due to cost, size,complexity, and power consumption associated with integrating a GPS receiver intoa handset and to the susceptibility to radio frequency interference. Furthermore, thereliability of GPS measurements is greatly reduced in urban environments, when oneor more satellites are obscured by buildings, or when the mobile antenna is locatedinside a vehicle.5.1.2 Cellular Geolocation SystemsCellular geolocation relies on the existing infrastructure of cellular base stations. Ithas some advantages over GPS since it does not need the extra GPS equipment at themobile. Geolocation systems estimate the target mobile's position by monitoring thereverse signal channel transmissions from the mobile. Multiple base stations receivethe mobile signal, and the mobile position can be determined that are based on eitherangle of arrival (AOA) estimates from each base station, time of arrial (TOA), or timedi�erence of arrival (TDOA) measurements between multiple base stations, or theircombinations. 66



Angle of ArrivalAngle of arrival, also called direction of arrival (DOA), has been used widely insurveying, radar tracking, and vehicle navigation systems [23, 34]. The position ofthe desired target mobile can be found by the intersection of two lines of bearing(LOBs), each formed by a radial from a base station to the target mobile. Instead ofusing the intersection of just two lines, many pairs of LOBs are used in practice, andhighly directional antennas are required, which makes AOA estimation di�cult at themobile end. Figure 5.1 shows an AOA method using three base stations located atpoints (A, B, C). This method may be solved using trigonometry or analytic geometry,or through table lookup [23].
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free-space medium, the distance from the mobile target to the receiving base stationis directly proportional to the propagation time. If the signal propagates in time tifrom the target transmitter to the ith �xed receiver, then the receiver lies on a sphereof radius Ri, where Ri = cti (5:1)If TOA measurements are made at a second base station at a second location,the target position can be determined to lie on a circle. The position of a trans-mitter is then uniquely determined by the intersection of three spheres using TOAmeasurements from three base stations [12, 36].Time Di�erence of ArrivalIn general, direct TOA requires all transmitters and receivers in the system haveprecisely synchronized clocks, for example, just 1 �s of timing error could result ina 300 meter position location error. Furthermore, the transmitting signal must belabeled with a timestamp in order for the receiver to discern the distance the signalhas traveled. Therefore, time di�erence of arrival (TDOA) measurements are a moreparctical means of position location for commercial systems [5].The idea behind TDOA is to determine the relative position of the mobile trans-mitter by examining the di�erence in time at which the signal arrives at multiple basestation receivers, rather than the absolute arrival time. Therefore, each TDOA mea-surement determines that the transmitter must lie on a hyperboloid with a constantrange di�erence between the two receivers. The equation of this hyperboloid is givenby Ri;j = q(Xi � x)2 + (Yi � y)2 + (Zi � z)2�q(Xj � x)2 + (Yj � y)2 + (Zj � z)2 (5.2)whereRi;j is the length di�erence between two base stations to the mobile transmitter,the coordinates (Xi; Yi; Zi) and (Xj; Yj ; Zj) represent the �xed receivers i and j, anddetermine the unknown coordinates (x; y; z) of the target transmitter [14]. A mobilelocation can be estimated from the intersection of two or more hyperboloids generated69



from three or more TDOA measurements. Figure 5.3 illustrates mobile positionestimation using TDOA measurements from three base stations.
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5.2 Mobile Motion Tracking Using Kalman Fil-teringWe have introduced static mobile geolocation techniques in the previous section. Inorder to track to motion of mobiles, a Kalman �lter can be applied. In this section,we introduce the mobile motion tracking application in terms of Kalman �lter. Wethen try to improve tracking performance through the use of mobile velocity estimateswhich were developed in previous chapters.Assuming that we are estimating the motion trajectory of a mobile with a constantvelocity v. Along the x- and y-axis, we know thatd2x(t)dt2 = 0 (5:3)and d2y(t)dt2 = 0 (5:4)where x(t) and y(t) are the position of the mobile at x- and y-axis, respectively.In practice, the velocities undergo at least slight changes. These can be modeledby the continuous-time white Gaussian noises ~vx(t) and ~vy(t), respectively. Therefore,d2x(t)dt2 = ~vx(t) (5:5)and d2y(t)dt2 = ~vy(t) (5:6)where 8><>: Ef~vx(t)g = 0Ef~vx(t)~vx(� )g = qx�(t� � ) (5:7)and 8><>: Ef~vy(t)g = 0Ef~vy(t)~vy(� )g = qy�(t� � ) (5:8)where ~vx(t) and ~vy(t) are assumed mutually independent, qx and qy are variances of~vx(t) and ~vy(t), respectively. 71



The state vector corresponding to Equations (5.5) and (5.6) isx(t) = 266666664 x(t)y(t)dx(t)dtdy(t)dt 377777775 (5:9)The continuous-time state equation isdx(t)dt = Ax(t) +B264 ~vx(t)~vy(t) 375 (5:10)where A = 266666664 0 0 1 00 0 0 10 0 0 00 0 0 0 377777775 (5:11)and B = 266666664 0 00 01 00 1 377777775 (5:12)Using Equations (2-192){(2-199) in [4], the discrete-time state equation with sam-pling period Ts is xk+1 = Fxk + vk (5:13)where F = eATs = 266666664 1 0 Ts 00 1 0 Ts0 0 1 00 0 0 1 377777775 (5:14)and vk is a 4 � 1 process noise vector. For simplicity, we assume that vk is a whiteGaussian noise vector with Efvkg = 0 (5:15)72



and the covariance matrix Q isQ = 266666664 12T 2s qx 0 0 00 12T 2s qy 0 00 0 Tsqx 00 0 0 Tsqy 377777775 (5:16)5.2.1 Mobile Motion Tracking without Velocity Measure-mentIf we only know xk and yk, the mobile position measurements at x- and y-axis, themeasurement equation for mobile motion tracking can be written asyk = Hxk +wk (5:17)where xk is the state vector, yk is the measurement vectoryk = 264 xkyk 375 (5:18)and wk is the measurement noise vector,wk = 264 wx;kwy;k 375 (5:19)with 8><>: Efwkg = 0Efwkw0ig = R�ki (5:20)where R = 264 rx 00 ry 375 (5:21)rx, ry are variances of wx;k and wy;k, respectively, and w0 is the transpose of vectorw. To implement the Kalman �lter algorithm, we should �rst initialize the statevector x and its covariance matrix P. Then we obtain the one-step prediction bytaking expection of Equation (5.13) conditioned on Y k 4= fy(j); j = 1; : : : ; kg, whichresults in x̂k+1jk = Fx̂kjk (5:22)73



and the one-step prediction covariance matrix isPk+1jk = FPkjkF0 +Q (5:23)where F0 is the transpose of matrix F.The predicted measurement follows similarly by taking the expected value of Equa-tion (5.17) at time k + 1, conditioned on Y k:ŷk+1jk = Hx̂k+1jk (5:24)and the Kalman gain is Kk+1 = Pk+1jkH0[HPk+1jkH0 +R] (5:25)and thus x̂k+1jk+1 = x̂k+1jk +Kk+1[yk+1 �Hx̂k+1jk] (5:26)Finally, the state covariance matrix at time k + 1 isPk+1jk+1 = [I�Kk+1H]Pk+1jk[I�Kk+1H]0 +Kk+1RK0k+1 (5:27)The algorithm implementation procedure is summarized as bellow:1. Initialize the state vector x̂0 and its covariance matrix P0;2. Obtain the time update using Equations (5.22) and (5.23);3. Obtain the measurement update using Equations (5.24) { (5.27);4. Go back step 2 and repeat until all samples have been processed.5.2.2 Mobile Motion Tracking with Velocity MeasurementIf we have the position and velocity measurements, xk, yk and vk, of the mobile, themeasurement equation can then be written asyk = h[k;xk] +wk (5:28)74



where yk = 266664 xkykvk 377775 (5:29)and h[�] 4= 266664 xkykqv2x;k + v2y;k 377775 (5:30)and the measurement noise vector wk = 266664 wx;kwy;kwv;k 377775 (5:31)is assumed as a white Guassian noise vector with8><>: Efwkg = 0Efwkw0ig = R�ki (5:32)where R = 266664 rx 0 00 ry 00 0 rv 377775 (5:33)and rv is the variance of wv;k.Since the measurement equation (5.28) is nonlinear, we have to linearize it be-fore we implement the Kalman �lter algorithm. It is done by replacing H in Equa-tions (5.24){(5.27) by the Jacobian of h[�] with respect to the state vector:hx;k = dh[k;xk]dxk �����xk=x̂k (5:34)Substituting Equation (5.30) into (5.34), we obtainhx̂;k = 266664 1 0 0 00 1 0 00 0 vx;kpv2x;k+v2y;k vy;kpv2x;k+v2y;k 377775 (5:35)Therefore, the implementation procedure is the same as the one in the previoussection, but using hx̂;k rather than H in Equations (5.24){(5.27).75



5.3 Simulation and ComparisonWe have introduced two mobile motion tracking models in the previous section, one iswithout mobile velocity measurement and another uses mobile velocity measurement.We will simulate these two motion trackers and compare their performance in thissection. At the very �rst, the measurement covariance matrices for each tracker andthe process noise covariance matrix should be determined. Then the initial stateestimate is speci�ed.5.3.1 Measurement Noise Covariance MatricesIf position error produced by mobile geolocation methods described in Section (5.1)is � meters and it is uniformly distributed with zero mean, its variance is then�2 = �212 (5:36)Assuming that position errors on x- and y-axis are the same, values of rx andry in Equation (5.21) and (5.33) corresponding to various values of � are listed inTable (5.1). � (m) 20 40 100rx, ry (m2) 33.33 133:33 833:33Table 5.1: Various position error variancesFrom previous two chapters, we have known that both of LCR and ACF estimatesof mobile velocity have estimate errors within 10% of the actual mobile velocity. Wethen list mobile velocity measurement error variances rv in Table (5.2).5.3.2 Process Noise Covariance MatrixThe process noise covariance matrix Q in Equation (5.16) is related to samplingperiod Ts and qx, qy, the variances of acceleration error on x- and y-axis, respectively.Here we assume that Ts = 1 (5:37)76



pedestrian slow moving fast moving faster movingvehicle vehicle vehiclev (km/h) 5 20 50 100rv (m2=s2) 0:0064 0:1029 0:6430 2:5720Table 5.2: Various velocity error variancesThen Q is determined mainly by qx and qy.One must notice that the Kalman gain is directly proportional to the processnoise covariance matrix. However, if the Kalman gain is too small, the contributionof the current measurement will be ignored. On the other hand, if the Kalman gainis too large, small residual errors will be magni�ed, thus a�ecting the accuracy of theupdated state estimates.Unfortunately, there does not exist any sysematic procedure to determine the\proper amount" of the process noise covariance matrix. The following process noisecovariance matrix will be used in all the simulations.Q = 266666664 0:005 0 0 00 0:005 0 00 0 0:01 00 0 0 0:01 377777775 (5:38)5.3.3 Initial State EstimatesA Kalman �lter need to be initialized. Speci�cally, inital values for the estimatedstate vector and error covariance matrix must be given. The following formula isused in specifying initial state estimates:x̂0 = [1� (1 + r)e]x0 (5:39)where r is a random number uniformly distributed in the interval (0; 1) and e is usedto control the magnitude of the errors. By setting e = 0:2, for example, errors can beintroduced in the range 20%{40%. e = 0:2 will be used for all the simulations.77



The initial error covariance matrix is computed asP0 = 266666664 (x0;1 � x̂0;1)2 0 0 00 (x0;2 � x̂0;2)2 0 00 0 (x0;3 � x̂0;3)2 00 0 0 (x0;4 � x̂0;4)2 377777775 (5:40)5.3.4 Simulation ResultsWe assume that the mobile is traveling along a line y = x on a x-y plane, and theinitial position of the mobile is (1000; 1000). Then we can obtain the estimated initialstate vector and its error covariance matrix using Equation (5.39) and (5.40). Due tothe correlation between computer-generated \pseudo" white noise samples, we haveto use Monte-Carlo method to get rid of the correlation. For all the simulations, weset the number of Monte-Carlo trials be 50.According to Table 5.1 and 5.2, we simulate the mobile trackers with various ve-locities and position errors. Figure 5.4{5.51 depict the simulation results. In each�gure, the solid line and dashed line represent simulation results of mobile motiontracker with and without mobile velocity measurement, respectively. From these �g-ures, we see that when the mobile is moving slowly (i.e., velocity at 5 or 20 km/h), themobile velocity measurements do not improve the performance of the mobile motiontracker. On the other hand, when the mobile velocity is large (i.e., velocity at 50 or100 km/h), the performance of the mobile motion tracker is improved signi�cantlywith velocity measurement being taken into account.This phenomenon occurs becuase of the relatively large position measurementerrors. With relatively large position measurement errors, the mobile velocity mea-surements at 5 or 20 km/h will not change the Kalman gain in Equation (5.25)signi�cantly. Therefore, the state estimates remain the same as those without veloc-ity measurements. Once the mobile velocity measurements are large (for example,50 or 100 km/h), the Kalman gain will be a�ected accordingly, then we obtain moreaccurate state estimates than those without velocity measurements being considered.78



5.4 SummaryIn this chapter, we have applied the mobile velocity estimates in mobile motion track-ing problem. Then we simulated the mobile motion trackers and compared the per-formance of trackers with and without velocity measurements. From the simulationresults, we found that when the mobile is moving slowly, the velocity measurementsdo not increase the accuracy of the mobile position estimates. However, when themobile velocity is large, the performance of mobile motion tracker with velocity mea-surements being taken into account is improved signi�cantly.
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Figure 5.4: x position variance, mobile velocity: 5 km/h, position measurement error:20 m
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Figure 5.5: x position bias, mobile velocity: 5 km/h, position measurement error: 20m 80
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Figure 5.6: y position variance, mobile velocity: 5 km/h, position measurement error:20 m
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Figure 5.7: y position bias, mobile velocity: 5 km/h, position measurement error: 20m 81
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Figure 5.8: x position variance, mobile velocity: 5 km/h, position measurement error:40 m
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Figure 5.9: x position bias, mobile velocity: 5 km/h, position measurement error: 40m 82
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Figure 5.10: y position variance, mobile velocity: 5 km/h, position measurementerror: 40 m
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Figure 5.11: y position bias, mobile velocity: 5 km/h, position measurement error:40 m 83
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Figure 5.12: x position variance, mobile velocity: 5 km/h, position measurementerror: 100 m
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Figure 5.13: x position bias, mobile velocity: 5 km/h, position measurement error:100 m 84
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Figure 5.14: y position variance, mobile velocity: 5 km/h, position measurementerror: 100 m
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Figure 5.15: y position bias, mobile velocity: 5 km/h, position measurement error:100 m 85
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Figure 5.16: x position variance, mobile velocity: 20 km/h, position measurementerror: 20 m
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Figure 5.17: x position bias, mobile velocity: 20 km/h, position measurement error:20 m 86
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Figure 5.18: y position variance, mobile velocity: 20 km/h, position measurementerror: 20 m
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Figure 5.19: y position bias, mobile velocity: 20 km/h, position measurement error:20 m 87
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Figure 5.20: x position variance, mobile velocity: 20 km/h, position measurementerror: 40 m
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Figure 5.21: x position bias, mobile velocity: 20 km/h, position measurement error:40 m 88
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Figure 5.22: y position variance, mobile velocity: 20 km/h, position measurementerror: 40 m
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Figure 5.23: y position bias, mobile velocity: 20 km/h, position measurement error:40 m 89
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Figure 5.24: x position variance, mobile velocity: 20 km/h, position measurementerror: 100 m
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Figure 5.25: x position bias, mobile velocity: 20 km/h, position measurement error:100 m 90
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Figure 5.26: y position variance, mobile velocity: 20 km/h, position measurementerror: 100 m
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Figure 5.27: y position bias, mobile velocity: 20 km/h, position measurement error:100 m 91
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Figure 5.28: x position variance, mobile velocity: 50 km/h, position measurementerror: 20 m
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Figure 5.29: x position bias, mobile velocity: 50 km/h, position measurement error:20 m 92
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Figure 5.30: y position variance, mobile velocity: 50 km/h, position measurementerror: 20 m
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Figure 5.31: y position bias, mobile velocity: 50 km/h, position measurement error:20 m 93
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Figure 5.32: x position variance, mobile velocity: 50 km/h, position measurementerror: 40 m
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Figure 5.34: y position variance, mobile velocity: 50 km/h, position measurementerror: 40 m
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Figure 5.35: y position bias, mobile velocity: 50 km/h, position measurement error:40 m 95
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Figure 5.36: x position variance, mobile velocity: 50 km/h, position measurementerror: 100 m
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Figure 5.37: x position bias, mobile velocity: 50 km/h, position measurement error:100 m 96
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Figure 5.38: y position variance, mobile velocity: 50 km/h, position measurementerror: 100 m
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Figure 5.40: x position variance, mobile velocity: 100 km/h, position measurementerror: 20 m
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Figure 5.42: y position variance, mobile velocity: 100 km/h, position measurementerror: 20 m
0 100 200 300 400 500 600 700 800 900 1000

−10

−8

−6

−4

−2

0

2

4

6

8

10

Time step

P
os

iti
on

 b
ia

s 
(y

) 
m

with velocity
no velocity  

Figure 5.43: y position bias, mobile velocity: 100 km/h, position measurement error:20 m 99
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Figure 5.44: x position variance, mobile velocity: 100 km/h, position measurementerror: 40 m
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Figure 5.45: x position bias, mobile velocity: 100 km/h, position measurement error:40 m 100
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Figure 5.46: y position variance, mobile velocity: 100 km/h, position measurementerror: 40 m
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Figure 5.47: y position bias, mobile velocity: 100 km/h, position measurement error:40 m 101
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Figure 5.48: x position variance, mobile velocity: 100 km/h, position measurementerror: 100 m
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Figure 5.49: x position bias, mobile velocity: 100 km/h, position measurement error:100 m 102
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Figure 5.50: y position variance, mobile velocity: 100 km/h, position measurementerror: 100 m
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Figure 5.51: y position bias, mobile velocity: 100 km/h, position measurement error:100 m 103



Chapter 6Conclusion and Future WorkIn a mobile radio system, the received signal at the mobile always consists of multiplecomponents from di�erent directions and with di�erent delays. Small changes in thedi�erential delays introduced by the moving mobile will cause large variations in theenvelope amplitude and phase of the composite received signal. This phenomenonis called multipath fading. The fading depends on the mobile velocity. The fasterthe mobile, the larger the fading rate of received signal. Therefore, the statisticalcharacteristics of the fading signal can be used for mobile velocity estimation. At thebeginning of this thesis, we introduced the mathematical model for continuous-timefading signal derived by Rice et al. and some mobile velocity estimation techniquesbased on it in the background chapter.The main contribution of this thesis is the development of discrete-time fading sig-nal model and level crossing rate (LCR) and autocorrelation function (ACF) estima-tion techniques for mobile velocity using a discrete-time fading signal. In Chapter 3,we introduced the de�nition of level crossings for discrete-time model, and then de-�ned the level crossing rate over N given samples as the ratio of the expected numberof level crossings to the number of samples. From the statistical characteristics of thediscrete-time fading signal model, we obtained an expression for LCR as a functionof the signal envelope and the mobile velocity. In Chapter 4, we derived the ACFmethod by exploiting the feature that the autocorrelation function of the in-phaseand/or quadrature components of fading signal are functions of mobile velocity.Based on our simulation results, we are able to conclude that both methods can104



obtain accurate estimates of mobile velocity. We also carried out a comparison be-tween these two methods. We found that by using the ACF method, we obtainedmore accurate results, especially when the SNR is small. Furthermore, if the samplingrate of the continuous-time fading signal is relatively small and the actual mobile ve-locity is large, the LCR method would underestimate the actual values. However,when we increase the sampling rate, we still can obtain accurate results. This leadsto using di�erent sampling rates for di�erent mobile velocities in the implementationfor LCR method. ACF method overcomes this drawback of LCR method. It uses asingle �xed sampling rate for various mobile velocities.In Chapter 5, we applied the estimates of mobile velocity into the mobile motiontracking application. We proposed a simple Kalman �lter tracking model taking intoaccount the mobile position and velocity measurements. We then compared it withthe tracking model using only position measurements. From the simulation results, wefound that when the mobile velocity is large, the performance of the velocity-basedmobile motion tracker is signi�cantly better than the tracker only using positionmeasurements. On the other hand, when the mobile is moving slowly, there is noobvious di�erence in the performance of these two mobile motion trackers.Suggestions for Future ResearchThe purpose of the introduction of the mobile tracking model in Chapter 5 is toillustrate the advantages of employing the mobile velocity measurements in additionto the mobile position measurements. The simulation results show that we haveaccomplished this purpose. However, this model should be further re�ned in order tobe used in practical mobile motion tracking applications. For example, we assumedthat the measurements are independent of each other and the measurement noisematrix is time-invariant for the sake of simplicity. One should develop a real-worldmodel which takes correlated measurements and time-varying measurement noise.We have observed that there is no improvement in adding mobile velocity estimatesto the tracker for the case of small mobile velocity. This observation should beinvestigated in more detail. 105
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