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Abstra
t
Computer simulations of mobile 
ommuni
ation systems often use ideal or simple
hannel propagation models. This assumption is suÆ
ient for relative 
omparisonof algorithms or for testing overall fun
tionality, but insuÆ
ient when the a
tualperforman
e in a physi
al environment is required. In order to perform physi
al ex-periments, a low-
ost modular wideband CDMA smart antenna measurement systemoperating in the 1.9 GHz band has been designed and 
onstru
ted.Previous approa
hes in
lude the studying of DOA (dire
tion-of-arrival) estima-tion, spatial signature or angle spread at the 1.8-2.0 GHz band using narrowbandmeasurement systems. Other wideband testbeds employ a single transmitter to ana-lyze antenna array re
eiver performan
e, beamforming and multipath delay pro�le.Our 
omplete system 
an operate within the frequen
y range of 1-2 GHz, withmultiple portable transmitters and a multiple element antenna array re
eiver bases-tation. The transmitters are programmable, allowing varying PN 
hip-rates and PN
ode sequen
es, and the re
eiver 
an simultaneously a
quire 16k samples per antennaelement at 5 samples per PN 
hip.Our experimental data allowed us to 
hara
terize an outdoor wideband CDMA
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hannel in
luding multipath peak amplitudes and delays, 
hannel and spatial signa-ture variation. In addition, using signal subspa
e pro
essing, we 
ompared mobile-to-basestation beamforming performan
e to that of a single antenna. Results from a4-user s
enario show that a user 
an get an average SINR gain of 0.176 to 3.335 dBfrom maximum SINR beamforming.
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Chapter 1
Introdu
tion
1.1 MotivationComputer simulations of mobile 
ommuni
ation systems often use ideal or simple
hannel propagation models. This assumption is suÆ
ient for relative 
omparison ofalgorithms or for testing overall fun
tionality, but insuÆ
ient when the a
tual perfor-man
e in a physi
al environment is required.The performan
e of wireless 
ommuni
ation systems is bounded by the physi
allimitations imposed by the mobile radio 
hannel [56℄. The transmission path be-tween the transmitter and re
eiver 
an vary from line-of-sight (LOS) to a path thatis blo
ked by buildings, mountains, et
. Modeling the radio 
hannel has been one ofthe more diÆ
ult aspe
ts of mobile radio system design. It is usually modeled statis-ti
ally based on experimental measurements made for the proposed 
ommuni
ationsystem and is spe
i�
 to operating frequen
y band [56℄ [60℄.Several mobile 
ommuni
ation measurement systems were designed and experi-ments were performed for the 910MHz band in the last two de
ades in
luding [5℄ [8℄[9℄ [16℄. They were su

essful in 
hara
terizing the 
hannel for the �rst and early part1



of the se
ond generation mobile phone systems. Sin
e propagation 
hara
teristi
sare quite di�erent in the PCS band, in re
ent years resear
h e�orts have swit
hed tothe 1:8 � 2:0GHz band. Some re
ent measurement systems were 
reated with theobje
tive to either measure or estimate dire
tion of arrivals (DOA), multipath delaysand study the feasibility of beamforming in se
ond and third generation (3G) mobile
ommuni
ation systems.Reviewing the open literature, several resear
h groups have designed and 
on-du
ted �eld testing in the 1:8�2:0GHz frequen
y band [7℄ [41℄ [46℄ [58℄ [69℄. As ea
hgroup's hardware, setup and obje
tives di�er, their systems' 
apabilities and limita-tions also vary. In parti
ular, none has employed wideband CDMA with multipletransmitters. Our measurement system presented in this thesis is a prototype wide-band CDMA mobile system whi
h o�ers a high 
hip rate and data storage for o�-linesignal pro
essing, appli
able mainly to the uplink (mobile to basestation) of a 
ellular
ommuni
ation system. It 
onsists of four programmable portable transmitters, andone 4-element re
eiving antenna array basestation.In general, there are two main levels of syn
hronization in a 
oherent CDMA sys-tem; 
arrier and symbol (or bit) syn
hronization. For a smart antenna system using
oherent pro
essing, syn
hronous sampling of all antenna elements adds an additionallevel of syn
hronization. From the study of previous works, we found that they tendto fo
us the dis
ussions on results, and only give a brief mention on the design oftheir testbeds. Therefore, Chapter 3 and 4 are devoted mainly on design, systemanalysis and performan
e veri�
ation of our measurement system, aiming to providea ba
kground for further improvement and modi�
ation of our 
urrent design.With the 
apability and features of our testbed, we 
an gather data in a wide-band CDMA multiple-user environment. The transmitters pla
ed at di�erent lo
a-tions 
reate di�erent s
enarios, for example, single or multiple users, equally-spa
ed2



or 
losely-spa
ed users, and near-far users. Then beamforming, multipath or spatial-temporal analysis 
an be performed on the o�-line data samples.
1.2 Summary of ContributionsThe major 
ontributions of this thesis are:� the design and 
onstru
tion of a wideband CDMA smart antenna measurementsystem. The key features of our system in
lude: (1) multiple portable transmit-ters (four), (2) a basestation re
eiver with a 4-element antenna array, (3) high
hip rate of 7 M
ps, (4) �ne sampling resolution of 5 samples per 
hip, and (5) amethod of a
hieving low-
ost 
arrier syn
hronization and syn
hronous samplingby hardware logi
/design and 
ustom designed 
ontrol software.� an analysis of the 
hara
teristi
s of the wideband CDMA 
hannel, in
ludingmultipath delay pro�le, path loss, time variation of delay pro�les, and fading
orrelation between antenna elements at the basestation.� the feasibility study of a beamforming re
eiver using the 
hannel parameters
al
ulated from real data.1.3 Thesis outlineThe thesis 
an be divided into three major topi
s: design, testing and implementationof our wideband CDMA measurement system (Chapters 3 and 4), wideband CDMA
hannel propagation 
hara
teristi
s (Chapter 5), and a feasibility study of a smartantenna re
eiver employing adaptive digital beamforming (Chapter 6).
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In Chapter 3, we provide a detailed des
ription of the features and 
apabilities ofour testbed. The following design issues, based on our low-
ost modular obje
tive, aredis
ussed: dire
t 
onversion using quadrature modulator, link budget analysis, dire
tbandpass sampling, PN sequen
e sele
tion, system integration and data 
olle
tion.Chapter 4 dis
uss the results from system validation, re
eived 
omplex signal
onversion and demodulation algorithms. System validation is divided into three 
at-egories: fun
tional blo
k testing, system level analysis and syn
hronization of theantenna array. Re
eived signal pro
essing algorithms presented are real-to-
omplexre
eived signal 
onversion, initial syn
hronization with mat
hed �ltering, and PN
ode tra
king.Chapter 5 �rst des
ribes the outdoor wideband CDMA propagation experiments
ondu
ted using a two element antenna array and three mobile transmitters operat-ing at 1:9GHz. Then, we present an algorithm for the dete
tion of multipath and itsdelay in a delay pro�le. Using the multipath signal dete
tion algorithm and measureddata, we 
al
ulate path loss and multipath delay statisti
s in an outdoor environmentfor wideband CDMA.In Chapter 6, the 
orrelation between antenna elements is �rst investigated. Wethen study the array manifold 
hara
teristi
s of an outdoor environment using our4-element antenna array basestation and four transmitters. The stability of spatial
hara
teristi
s is investigated by generating beampatterns derived from experimentaltrials on short blo
ks of data. Also, a method of beamforming weight estimation fromre
eived signal sample 
ovarian
e matri
es is introdu
ed, followed by the 
al
ulationof SINR improvement from beamforming over a single antenna re
eiver.
4



Chapter 2
Ba
kground
2.1 Third Generation Mobile Communi
ationsThe demands for 
ellular mobile 
ommuni
ations today are in
reasing at an alarmingrate. The number of subs
ribers are ever growing and while traditional subs
ribersuse 
ellular phones for voi
e 
ommuni
ation, dot 
om phones are already in the mar-ket whi
h support text-only internet and email servi
es. Sin
e internet servi
es aremostly data 
ommuni
ations, the third generation (3G) mobile 
ommuni
ation sys-tems will require to support high data rate 
ommuni
ations for multimedia appli
a-tions as well as voi
e servi
es. Two 3G standardization bodies, 3GPP and 3GPP2from Development Group (CDG) have proposed spe
i�
ations and air-interfa
es fornext generation mobile system de�ned by ITU (International Tele
ommuni
ationsUnion). The 3GPP2 proposed 
dma2000 (also known as Wideband 
dmaOne) and3GPP's version is 
alled W-CDMA [21℄ [45℄ [67℄.W-CDMA is designed to be adopted by GSM (Global System for Mobile Com-muni
ations) and TDMA (Time-division multiple a

ess) systems and 
dma2000 isevolved from IS-95 CDMA systems. There are several di�eren
es between the twostandards. First, the 
hip rates of W-CDMA are multiples of 4.096 M
ps, i.e. n�4:0965



M
ps (M 
hip/s) with n = 1; 2 and 4, whereas 
dma2000's 
hip rates are multiplesof IS-95's 1.2288 M
ps at n � 1:2288 M
ps with n = 1; 3; 6; 9 and 12. Se
ondly,the downlink RF 
hannel for W-CDMA is dire
t spread, whereas 
dma2000 supportsmulti
arrier 
hannels [45℄.Both of these proposed 3G systems promise to a
hieve data rates of 2 Mbps (Mbits/s) by 2002 in Europe and 2003 in U.S. a

ording to [26℄ when the systems arefully implemented. In order a
hieve this goal, advan
ed te
hnology su
h as smartantennas are proposed [6℄ [10℄ [21℄ to enhan
e system performan
e by exploring thespatial diversity gain in addition to time diversity whi
h is 
urrently a topi
 of a
tiveresear
h. Moreover, advan
ements in hardware design and manufa
turing providelinear and eÆ
ient power ampli�ers [44℄, high speed digital-to-analog (A/D) 
on-verters and all-in-one RF trans
eiver ASICs (appli
ation spe
i�
 integrated 
hips).With these new hardware te
hnologies, digital (or software) radio will be an impor-tant enabling te
hnology for 3G systems [6℄ [40℄. As standards evolve and servi
esare added or improved, digital radio basestations or mobile units 
an be upgradedthrough software re-programming [40℄. This will redu
e 
ost and time-to-market forthe deployment of new servi
es and features [6℄. In Chapters 3 and 4, we will dis
ussour wideband CDMA smart antenna testbed and its digital re
eiver signal pro
essing.
2.2 Antenna Array and BeamformingSmart (or adaptive) antenna te
hnology is based on digital signal pro
essors in asoftware radio. The signal pro
essors 
ontrol an antenna array, thereby, dire
ting (orre
eiving) radio signal pre
isely at (from) individual users [26℄. As the users movearound, the smart antennas will tra
k them a

ordingly. Currently, antenna arraysfound in 
ellular basestations are used to broad
ast omnidire
tionally [26℄ as illus-trated in Figure 2.1. In this thesis, we fo
us on the appli
ation of adaptive antennas6



Figure 2.1: Smart Antennas vs. Standard Te
hnology [26℄to the re
eption of mobile users at the basestation.In theory, adaptive antenna array of a 
ellular 
ommuni
ation system 
ombinesand weights signals re
eived by the multiple antennas su
h that the signal-to-interferen
e-noise ratio (SINR) is maximized [20℄ [72℄. The pro
ess of weighing and 
ombiningsignals is usually 
alled digital beamforming [68℄. System 
apa
ity is in
reased frombeamforming as a result of redu
ing the amount of interferen
e [42℄.One 
ru
ial required 
omponent for digital beamforming is the knowledge of thearray response ve
tor whi
h 
ontains the relative phases of re
eived signals at ea
harray element [74℄. With this knowledge, the re
eiver 
an use the array responseve
tor to isolate the desired signal and suppress interferers. The array responseve
tor depends on the array geometry and for the rest of the dis
ussion relevant tothis thesis, we fo
us on a uniform linear array (ULA). An ULA has identi
al antennasaligned in the straight line as shown in Figure 2.2. The elements are equally spa
edby a distan
e of d and � is the angle between the arriving signal and the normal tothe array. In this 
ase, the array response ve
tor, a(�), for a M-element ULA is givenby [2℄ [43℄ [68℄: a(�) = h1 e�j2�d sin �=� ::: e�j2�(k�1)d sin �=�iT (2.1)7



Figure 2.2: Uniform Linear Arraywhere � = 
=f
 is the wavelength of the 
arrier frequen
y f
, 
 is the speed of lightand k = 1; 2; :::;M .The validity of Equation (2.1) is based on the narrowband data model for arraysignal pro
essing on re
eived signal ve
tors [43℄ [46℄. This model assumes that asthe signal wavefront propagates a
ross the array, the envelope of the signal remainsessentially 
onstant. The term narrowband is used here sin
e the assumption of aslowly varying signal envelope is most often satis�ed when the signals have a band-width that is small relative to the 
arrier frequen
y f
 [43℄ [46℄. More importantly,this assumption is also valid for wideband signals, as in the 
ase of CDMA [43℄, sin
ethe 
arrier frequen
y of digital 
ellular system is usually around 1:8� 2:0 GHz. Thetopi
s of antenna arrays and beamforming are presented in more detail in Chapter 6.
2.3 Mobile Radio Propagation EnvironmentThe 
hannel model for typi
al mobile radio 
ommuni
ations in an urban area in
ludesa basestation antenna (or antenna array), a line-of-sight (LOS) propagation path and8



Figure 2.3: Example of the Wireless Propagation Environment [43℄a number of non-LOS re
e
ted propagation paths and the antenna on the mobile [43℄[56℄. The propagation paths are dependent on natural and man-made stru
tures su
has hills, buildings and moving obje
ts lo
ated between or surrounding the mobile andthe basestation [43℄ [71℄. An example of the environment des
ribed above is shown inFigure 2.3. Due to re
e
tions from various obje
ts, the ele
tromageti
 (signal) wavestravel along di�erent paths with di�erent lengths and 
ombine at the re
eiver. Thesemultipath signals 
an add or subtra
t ve
torially depending on their relative phasesand may result in fading [56℄ [71℄. In a multiple a

ess system, ea
h user's signalarrives at the basestation with multiple distin
t paths 
ausing fading attenuation [72℄.Even the smallest and slowest movement 
an 
ause time-variant multipath, re-sulting in a time-varying signal at the basestation [43℄ [46℄. Thus, a RAKE re
eiver isusually employed in CDMA systems to 
ombat multipath fading [48℄ [56℄. A RAKEre
eiver 
onsists of a bank of 
orrelators to 
ombine information obtained from sev-eral resolvable multipath 
omponents. Ea
h of the 
orrelator is positioned to 
orrelatestarting at the delay experien
ed by a parti
ular multipath 
omponent of the desired9



Figure 2.4: Rake Re
eiver Blo
k Diagramsignal. A blo
k diagram of a RAKE re
eiver [48℄ [53℄ is shown in Figure 2.4, whereT
i is the RAKE re
eiver tap in integer multiples of T
 (
hip rate), Tb is the bit periodand s(n) is the modulating waveform. The value and number of RAKE taps used aredependent on the a
tual delays of the multipaths relative to the �rst arrived signal
omponent. The multipath delays 
an be estimated from re
eived signal 
ovarian
ematri
es as dis
ussed in [43℄ and from the knowledge of the multipath delay spreadof a parti
ular environment from experimental results. In Chapter 5, we examine thewideband radio propagation and multipath 
hara
teristi
s of an outdoor environmentusing measurement data gathered from our testbed.
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Chapter 3
Wideband CDMA Experimental SystemDesign
3.1 Introdu
tionIn the previous 
hapters, we presented the motivation for developing a measurementsystem. In this 
hapter, we provide a detailed des
ription, features, 
apabilities anddesign issues of our wideband CDMA experimental system. The initial design andfeasibility study began in the summer of 1998. A literature sear
h was taken pla
eto review the 
urrent state of art and hardware 
omponents availability for widebandradio design. After several revisions in the transmitter and re
eiver hardware design,we arrived at the 
urrent design whi
h is des
ribed in the next few se
tions.Several mobile 
ommuni
ation measurement systems were designed and experi-ments were performed for the 910MHz band in the last two de
ades in
luding [5℄ [8℄[9℄ [16℄. They were su

essful in 
hara
terizing the 
hannel for the �rst and early partof the se
ond generation mobile phone systems. Radiation and propagation 
hara
-teristi
s are quite di�erent in the PCS band. Thus, in re
ent years resear
h e�ortshave swit
hed to the 1.8-2.0 GHz band. With the renewed interests in spatial diver-sity gain in addition to temporal pro
essing (RAKE re
eiver), re
ent measurement11



systems were 
reated with the obje
tive to either measure or estimate dire
tion ofarrivals (DOA), multipath delays and study the feasibility of beamforming in se
ondand third generation mobile 
ommuni
ation systems.Several resear
h groups have designed and 
ondu
ted �eld testing in the 1:8 �2:0GHz frequen
y band [7℄ [41℄ [46℄ [58℄ [69℄. As ea
h group's hardware, setup andobje
tives di�er, their systems' 
apabilities and limitations also vary. In parti
ular,none has employed wideband CDMA with multiple transmitters. In order to identifythe novel aspe
ts of our system, it is important to review previous work in the openliterature relevant to our obje
tives.
3.2 Previous System Designs and Spe
i�
ationsMuhamed and Rappaport used a 6-element array for 
omparing various DOA esti-mation algorithms. The transmitted signals were CW tones produ
ed from signalgenerators. The re
eived tones are sampled at 6ksps ( kilo samples per se
ond)baseband by DSP pro
essors [41℄. Okamoto and Xu tested spatial signature varia-tion, angle spread, beamforming by sending 
oded voi
e data over an RF 
hannelat 1.8 GHz. Their system has either 4 or 8 antenna elements and a sampling rateof 3:072Msps [46℄. The Communi
ations Resear
h Laboratory (CRL) of M
MasterUniversity built a smart antenna system equipped with one mobile transmitter andan 8-element 
ir
ular array for studying DOA and multipath pro�les. Their systemhas a 5MHz bandwidth and an A/D 
onverter sampling at 10Msps [31℄On a larger s
ale, Savahashi and Ada
hi of NTT Mobile Communi
ations networkIn
. in Japan [58℄, and Wilson et al. of Institute for Tele
ommuni
ation S
ien
es12



(ITS) in Colorado [7℄, performed experiments on wideband CDMA systems. Sava-hashi and Ada
hi's testbed in
ludes a 4-element antenna, 4-�nger Rake 
ombining,a �xed PN 
hip rate (15M
ps) and spreading 
ode (256-
hip orthogonal Gold se-quen
e), and a sampling rate of 35Msps using an 8-bit A/D 
onverter [58℄. WhileNTT studied BER performan
e and power delay pro�le in Rayleigh fading, ITS eval-uated re
eived signal strength and diversity 
ombining algorithms, e.g. Sele
tion,MRC (maximum ratio 
ombining) and ORC (optimum ratio 
ombining). Maximallength 
ode sequen
e at 10 M
ps over PCS band was transmitted, and a re
eivedsignal was digitized at an IF frequen
y with a sampling rate of 40 Msps [7℄.
3.3 System Des
riptionOur measurement system is a prototype of wideband CDMA mobile system whi
ho�ers a high 
hip rate and data storage for o�-line signal pro
essing appli
able mainlyto the uplink of a 
ellular 
ommuni
ation system. It 
onsists of four programmableportable transmitters (TX) and one 4-element antenna array basestation. The trans-mitter dire
tly 
onverts baseband PN sequen
es to RF, whi
h is based on the tradi-tional design of DS (dire
t sequen
e) spread spe
trum transmitters [14℄. Ea
h arrayelement is a one-stage down
onversion IF-sampling digital re
eiver proposed for 3Gmobile systems [6℄ [64℄. We employ a low-
ost modular approa
h in hardware systemdesign. O�-the-shelf 
omponents su
h as evaluation boards and 
omponents �ttedwith 
onne
tors are 
hosen whenever appli
able and possible to redu
e 
ost as wellas development time [66℄.The design and 
apabilities of the transmitter and re
eiver are dis
ussed separatelyat �rst, followed by issues related to smart antenna system parameters and setup. These
tion 
on
ludes with a dis
ussion on data 
olle
tion.13



Figure 3.1: Dire
t sequen
e RF transmitter design3.3.1 Transmitter Design and FeaturesThe transmitter is 
omposed of a spread spe
trum ASIC known as the SX043 pro-du
ed by AMI [1℄, a dire
t RF modulator, a power ampli�er (PA) and an antenna.First, the SX043 generates a PN sequen
e at a user-spe
i�ed rate. Then the PNsequen
e is up
onverted dire
tly by an I-Q modulator to RF frequen
y 
entered at1:9GHz. The resulting RF signal is transmitted after power ampli�
ation (see Figure3.1).The model for the transmitted signal is de�ned as follows:y(t) = [
os 2�f
t+ sin 2�f
t℄x(t) (3.1)= e�j2�f
tx(t) (3.2)where x(t) = 
(t)d(t), 
(t) is the baseband PN sequen
e, d(t) is the data bit sequen
eand f
 is the 
arrier frequen
y (LO). Equation (3.1) implies that x(t), the basebandspreaded signal, is applied to both the I and Q inputs of the quadrature (or I-Q)modulator sin
e I-
hannel is equal to x(t)
os(2�f
t) and Q-
hannel is x(t)sin(2�f
t).This is equivalent to multiplying the signal by a 
omplex exponential fun
tion of fre-quen
y f
 as in (3.2). The I-Q modulator is 
hosen be
ause we are unable to �nd14



Figure 3.2: Previous transmitter link designo�-the-shelf mixers with 
onne
torized input at our operating frequen
y range, plusthe 
urrent I-Q modulator design 
an be easily modi�ed for QPSK data modulation.In our design x(t) is not data modulated. That is, d(t) is assumed to be '1' for alltime. This simpli�
ation 
an be justi�ed sin
e our study of 
hannel propagation 
har-a
teristi
s and beamforming in a multiple-user environment does not require a
tualdata bits to be transmitted.The 
urrent transmitter design is arrived after analysis and testing of the previousdesign based on [4℄ [65℄. The fundamental di�eren
e between the previous design andthe 
urrent version is the generation of LO (lo
al os
illator) signal. The previousdesign aims to generate its own LO signal from a referen
e signal originated fromthe SX043 board (see Figure 3.2). The 3rd harmoni
 of the 16MHz referen
e is �rstextra
ted by a bandpass �lter (BPF), then ampli�ed and frequen
y doubled threetimes (a total of 8 times) before it is mixed with the 7M
ps PN sequen
e. The �nalstep is to isolate the 5th harmoni
 at mixer's output to obtain a RF bandpass signal
entered at 1:955GHz.
15



In order for the design in Figure 3.2 to fun
tion properly, the unwanted or sur-prious harmoni
s of the LO signal at 384MHz must be kept at minimal. From ourexperiments, the 
ombination of ampli�er, frequen
y doubler and BPF is unable toprodu
e a 
lean LO signal with little surprious harmoni
s. The 
hoi
e of pa
kagedBPFs is also limited, plus the high input power requirement (+10dBm minimum)of the frequen
y doubler (with a low power 16MHz as input) make it impossible tosuppress the LO's harmoni
s. In addition, if we use a LO whi
h 
ontains harmoni
sand mix it with the 7MHz PN sequen
e, unwanted signals 
an be modulated into thedesired band. Therefore we de
ide to modify our design to the dire
t up
onversionmethod as illustrated in Figure 3.1.Dire
t RF modulation is the up
onversion of the baseband I-Q 
hannel dire
tlyinto RF frequen
y. This te
hnique has been used in wireless systems su
h as PCS,GSM and CDMA, and will be
ome more popular in 3G systems as hardware advan
es[13℄. The bene�ts of this method are elimination of the entire IF stage, 
exibility inRF frequen
y and also simpli
ity of the design. The disadvantage from the stand-point of our transmitter is redu
ed portability sin
e a signal generator is 
urrentlyemployed for LO generation.The main features of the transmitter are the programmable 
hip rate, PN sequen
eand the operational frequen
y range. The SX043 spread spe
trum IC is 
apable of
hipping rates up to 64M
ps, and is 
apable of produ
ing three types of PN sequen
es;namely Gold, maximal length, and Barker 
odes [1℄. Square pulses are used by theSX043 to maintain our low 
ost obje
tive sin
e pulse shaping operations at high 
hiprates require intensive DSP pro
essing power. The I-Q modulator is an integrated
ir
uit (IC) 
hip allowing dire
t modulation of frequen
y 
arriers from 800MHz to2:5GHz. In addition, an omnidire
tional dipole antenna is used for both transmittingand re
eiving. 16



Figure 3.3: Digital wideband re
eiver design3.3.2 Re
eiver Design and FeaturesThe basi
 stru
ture of the re
eiver is a one-stage down
onversion superheterodynes
heme. Ea
h antenna element of the basestation 
onsists of a RF low noise ampli-�er (LNA), a mixer, an IF (intermediate frequen
y) bandpass �lter, and a digitalre
eiver with a fast A/D (analog-to-digital) 
onverter. The in
oming RF signal, re-
eived separately by ea
h antenna, passes through a one-stage down
onversion fromRF to IF handled by the image-reje
tion (IMJ) mixer, and is then bandpass �lteredbefore analog-to-digital 
onversion. For every snapshot of the in
oming signal, theraw data are �rst stored in onboard data FIFO and then downloaded to the hard-diskthrough a parallel port on a PC (see Figure 3.3). The spa
ing between ea
h antennais �=2 ' 7:9
m for 
arrier frequen
y, f
, at 1:9GHz.In a traditional superheterodyne re
eiver, the IMJ mixer is normally implementedas a RF image reje
tion pre-mixer �lter followed by a mixer [33℄. The 
entre fre-quen
y of the RF �lter is f
 and its bandwidth is equal to the 
hannel spa
ing. As aresult, the 
arrier frequen
y of this parti
ular re
eiver design is �xed by the RF �l-ter. Swit
hing to a di�erent 
arrier frequen
y usually requires repla
ing the RF �lter17



with a di�erent f
 whi
h is expensive due to its high-Q fa
tor. The image reje
tionmixer in our system is operational in the 1-2 GHz band, and thus provides additional
exibility for the testing of di�erent 
arrier frequen
ies.The re
eived signal of one re
eiver link at IF before digitization 
an be modeled as:
r(t) = y(t� �) 
os 2�(f
 � fIF )t (3.3)= [
os 2�f
(t� �) + sin 2�f
(t� �)℄x(t� �) 
os 2�(f
 � fIF )t (3.4)BPF' 12[
os 2�fIF (t� �) + sin 2�fIF (t� �)℄x(t � �) (3.5)where fIF is the intermediate frequen
y,� is a random time delay and y(t) is given in(3.1). The unwanted upper sideband, 2f
� fIF , in (3.4) results from down
onversionand is bandpass �ltered. This operation is expressed by the notation `BPF' in (3.5).The passband of the �lter is 63 to 77MHz. For simpli
ity, the ba
kground noiseterm and other 
hannel e�e
ts in the above equations are omitted without any lossof generality for the purpose of providing a model for the re
eiving hardware stru
ture.The A/D 
onverter is 
apable of IF wideband digitization at a speed of up to64Msps. In all our experiments, the 
onverter is 
on�gured to sample at 35Msps.Sin
e the IF frequen
y is 70MHz and by sampling at 35Msps, the 7MHz bandpasssignal is dire
tly down
onverted from IF to baseband. A digital lowpass �lter is re-quired to sele
t the baseband image of the original bandpass signal and reje
t otherrepli
as at 35 and 70MHz (see Figure 3.4). This pro
ess is usually 
alled dire
t band-pass sampling [70℄. By avoiding analog and/or digital demodulation, dire
t bandpasssampling redu
es the 
omplexity of the re
eiver and o�-line data pro
essing. Dire
tbandpass sampling 
an be su

essfully employed sin
e the IF 
arrier is only one orderof magnitude larger than the signal bandwidth.18



Figure 3.4: Dire
t bandpass sampling3.3.3 System Parameters, Setup and IntegrationAfter reviewing the features of the transmitter and re
eiver separately, we dis
usssome issues 
on
erning the hardware's setup and integration of individual 
ompo-nents, 
hoi
e of PN 
hip rate, PN sequen
es and sampling rate for the whole system.Third generation (3G) mobile systems o�er high data rate multimedia servi
esto a

ommodate mobiles users who want to use wireless a

ess for multimedia andinternet appli
ations. In order to meet the above requirements regional standards
ommittees put forward proposals for wideband CDMA parameters for IMT-2000[45℄. The proposed nominal 
hip rates for wideband CDMA are 4.096, 8.192 and16.384 M
hips=s, Gold sequen
es are 
hosen for user separation with spreading fa
-tors from 4 to 256 [45℄.When the design pro
ess of our wideband system 
ommen
ed two years ago, mostof the 3G mobile hardware were not available 
ommer
ially. After thorough sear
h forappropriate 
omponents that �t our system's parameters, 
ost and availability, our19



system's primary limitation is maximum 
hannel bandwidth. The maximum band-width of our system is 15 MHz (double-sideband) limited by the A/D 
onverter'swideband sampling bandwidth [12℄. As a result the maximum 
hip rate a
hievable is7 M
ps (7� 2 = 14MHz) with a design margin of 1MHz.In 
ontrast, our programmable transmitter provides various 
hoi
es of PN se-quen
e and length (5 to 4096 
hips). Gold sequen
es are proposed for the 3G mobilesystem primarily be
ause they provide a large number of 
odes for a given length,and their 
ross-
orrelations are uniform and guarantee bounded [14℄. This propertyis attra
tive for 
ode-division-multiplexed signals [14℄ where the number of users islarge. Maximal length sequen
es are also an appropriate 
hoi
e as it has been usedextensively in 
ommuni
ations [14℄. Sin
e the maximum number of users in our mea-surement system is four, it is a simpler task to sele
t four sets of maximal lengthsequen
es of the same length whi
h exhibit minimal 
ross-
orrelation. In fa
t, thedesigner of the SX043 had already performed this task and listed the 
hoi
es in theuser manual [1℄. Also, the generation of PN sequen
es at the re
eiver for despreadingis simple for maximal length sequen
es (see Se
tion 4.5). Based on the above reasons,maximal length sequen
es are 
hosen for our testing purposes.In our study of multipath propagation 
hara
teristi
s using the sliding 
orrelatormethod (see Se
tion 5.4), the length of the PN sequen
e, or symbol period, must beas least the same as the expe
ted delay spread to avoid interferen
e. The durationfor a 31 and 127-
hip 7M
ps sequen
e are roughly 4:4�s and 18�s, respe
tively. The
hannel sounding experiment in [16℄ obtain delay spread of 0:14�s�0:35�s and max-imum delay spread of 0:73�s� 1:86�s. We 
on
lude that the time window of eitherthe 31 or 127-
hip sequen
e per symbol is suÆ
ient to 
apture most of the signi�
antmultipath 
omponents. In addition, it is generally easier to apply multi-user dete
-tion (MUD) to a system with short 
odes be
ause 
ross-
orrelation does not vary withevery symbol, whi
h is not the 
ase with long spreading 
odes [45℄. Therefore the20



Figure 3.5: Photograph of TX and RX hardware and other testing equipmentdata gathered in our experiments is also suitable for studying MUD in a widebandCDMA system.The experiments performed using this system are 
ondu
ted outdoors, so thetransmitters and basestation must be designed and pa
kaged for easy transport andoutdoor use. Photographs of the measurement system are shown in Figures 3.5, 3.6,3.7 and 3.8.On
e ea
h transmitter is programmed through a PC port, then it 
an run on bat-tery power without 
onne
tion to PC. The only physi
al 
onne
tion remaining is a75-foot 
able supplying a LO signal for up
onversion. Using the long 
able the trans-mitters 
an be moved around for testing at di�erent lo
ations. The SX043 evaluationboard and the I-Q modulator draw power from four AA alkaline 
ells, and the powerampli�er has it own power sour
e provided by a 12V re
hargable lead-a
id battery.
21



Figure 3.6: Photograph of a portable transmitter

Figure 3.7: Photograph of all four portable transmitters
22



Figure 3.8: Photograph of re
eiving basestationThe basestation is 
onne
ted to a PC's parallel port at all times for 
ontinuousdownload of sampled data 
olle
ted in the onboard FIFO. The details on data 
olle
-tion will be dis
ussed in the next se
tion. There is no need to design portable powerfor the rest of the re
eiving hardware. The basestation, signal generators, powersupplies and PCs are stationed in a �xed, 
entral lo
ation during experiments andtransmitters are moved around to 
reate di�erent s
enarios.
3.3.4 Data Colle
tionUtilizing the re
eiver setup mentioned previously, syn
hronized snapshots of trans-mitted signals 
an be obtained. Syn
hronous sampling is a
hieved by 
lo
king theA/D 
onverters externally and loading data in the onboard FIFOs syn
hronously.The `syn
' line in Figure 3.3 is driven by the master board whi
h 
ontrols the timingof the FIFO's data loading. Syn
hronization issues are dis
ussed in more detail laterin Se
tion 4.4. 23



For data 
olle
tion, the A/D 
onverter evaluation board module's FIFO size limitsthe maximum number samples to 16K per snapshot of in
oming signal. A 
ustomdesigned software program, ADport, is written to generate the "syn
" signal for sam-pling and downloading data onto the PC. ADport has the option to save data inbat
hes of 1K, 2K, 4K, 8K or 16K bytes in ASCII format. All the re
eived datastored on the PC are then readily available for post-pro
essing. See Appendix A fordetails on our software design.Sin
e the 
hip rate and sampling rate 
hosen are 7M
ps and 35Msps, respe
tively,the oversampling in
reases the sampling resolution to 5 samples per 
hip. With 5 sam-ples per 
hip and maximum FIFO size of 16k samples, the maximum number of databits per snapshot is 16 � 1024=(31� 5) = 105bits for 31-
hip or 25bits for 127-
hipsequen
es, 
orresponding to a time window of 0:465ms.Oversampling provides several bene�ts in system design. It minimizes the require-ments of the anti-aliasing �lter by shifting the spe
tral 
opies of the sampled signalfurther apart. In addition, oversampling leads to an additional SNR gain be
ause thedistribution of noise is spread wider in bandwidth as the sampling rate in
reases [12℄[70℄. In multipath delay analysis, more importantly, the added resolution allow us todetermine delay parameters with fra
tional-
hip a

ura
y.
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3.4 SummaryIn this 
hapter, the design and features of our wideband CDMA smart antenna mea-surement system is presented.The key features of the system 
an be summarized in the following:� multiple portable transmitters (4)� basestation re
eiver with 4-element antenna array� high 
hip rate of 7 M
ps� �ne sampling resolution of 5 samples per 
hipWith the 
apability and features of our system, we 
an gather data in a widebandCDMA multiple user environment. The transmitters pla
ed at di�erent lo
ations 
re-ate di�erent s
enarios, for example, single or multiple users, equally spa
ed or 
loselyspa
ed users, and near-far users. Then beamforming, multipath or spatial-temporalanalysis 
an be performed on the data samples.The following design issues have been dis
ussed: dire
t 
onversion using quadra-ture modulator, image reje
tion mixer, dire
t bandpass sampling, PN sequen
e sele
-tion, system integration and data 
olle
tion. In short, an e�ort is made to develop asystem whi
h satis�es or resembles third generation wideband CDMA spe
i�
ations,wideband digital radio design, and 
exibility in hardware for future development whilemaintaining our low-
ost modular obje
tive.
25



Chapter 4
System Validation and Re
eived SignalPro
essing
4.1 Introdu
tionIn the previous 
hapter the design, features and 
apabilities of our testbed are pre-sented. In this 
hapter, we dis
uss the results from system validation and re
eivedsignal pro
essing algorithms. System validation is divided into three 
ategories; fun
-tional blo
k testing, system level analysis and syn
hronization of the antenna array.Digital signal pro
essing at the basestation is performed o�-line on Sun workstations.The three main signal pro
essing pro
edures used are real-to-
omplex 
onversion ofre
eived signal, referen
e PN sequen
e generation and PN sequen
e syn
hronization.These pro
edures are required for further experimental data analysis and are pre-sented in this 
hapter.Ea
h blo
k in the transmitter (TX) and re
eiver (TX) 
hain is experimentallyveri�ed against hardware spe
i�
ations. Performan
e of the TX and RX links arethen tested and 
ompared with design estimates. The details of blo
k and systemperforman
e is des
ribed in Se
tions 5.2 and 5.3, respe
tively. Syn
hronization issuessu
h as 
arrier phase and sampling 
lo
k syn
hronization, and syn
hronous sampling26



are des
ribed in Se
tion 5.4. The last se
tion presents algorithms for o�-line digitalsignal pro
essing.
4.2 Fun
tional Blo
k TestingThis se
tion dis
usses the testing performed on hardware 
omponents in the transmit-ter and re
eiver link. The aim is to ensure they are fun
tioning properly as des
ribedin the datasheets provided by the manufa
turers. First we begin with the transmitterlink test and then follow with the re
eiver link. Some of the fun
tional 
hara
teristi
swe have tested are power gain/loss, 
hip rate, PN sequen
e spe
trum, re
eiver gainand re
eived signal samples.
4.2.1 Transmitter Link TestingThe transmitter link 
onsists of three main blo
ks (Figure 4.1): SX043 spread spe
-trum integrated 
ir
uit (IC) for pseudo-noise (PN) sequen
e generation, in-phase andquadrature (I-Q) modulator and power ampli�er (PA).The SX043 is programmed through the PC interfa
e to produ
e PN waveforms at7:11M
ps baseband. The 
hip rate is not a round number be
ause the SX043 IC's 
hiprate is set by programming an integer divisor for its 64MHz internal 
lo
k. There-fore the 
losest 
hip rate to 7M
ps is 64=9 ' 7:11. One of the pre-programmed PNsequen
es is 
aptured on the os
illos
ope s
reen and shown in Figure 4.2. From theplot the peak-to-peak voltage of the waveforms is roughly 5 V p-p as this is the powersupply voltage (VDD) of SX043 with �5% voltage regulation. The ripples exhibit atboth positive and negative peaks are due to hardware limitations and are expe
ted.27



Figure 4.1: Dire
t sequen
e RF transmitter blo
k diagramSimilar waveforms are previously reported in [14℄. A 31-
hip maximal length PN se-quen
e is 
hosen for our test and the 
apture in Figure 4.2 shows two distin
t periodsof the sequen
e. Sin
e the time s
ale is 1 �s=div, the period is approximately 4.4units or 4.4 �s. Thus, it mat
hes expe
ted period of 4.36 �s (31� 7:11� 106s).The baseband spe
trum of the same maximal length PN sequen
e [75℄ is obtainedfrom a spe
trum analyzer is shown in Figure 4.3. The spe
trum is 
entered at 0 MHzand the �rst null whi
h represents the 
hip rate is approximately at 7.11 M
ps.After I-Q modulation, the spread spe
trum signal is now 
entered at 1.9 GHz as inFigure 4.4. The power of the main peak is about -12.8 dBm. Compared to the powerof -5 dBm at baseband (Figure 4.3), the modulator plus the input voltage mat
hing
ir
uits exhibit an insertion loss of 7.8 dBm. By inspe
tion of Figure 4.3, the powerof the side lobes is proportional to a fun
tion of sin
2f as expe
ted from [75℄. Thisis a property of maximal length sequen
e's power spe
trum as des
ribed in [75℄.Sin
e the signal power at the modulator output is not high enough to provide
28



Figure 4.2: Baseband PN 
hip waveforms

Figure 4.3: Baseband PN sequen
e power spe
trum29



Figure 4.4: RF 
arrier modulated PN sequen
e power spe
trumadequate range for the TX-RX system, a power ampli�er is inserted before the trans-mitting antenna. At the output at the power ampli�er, the peak power is in
reasedto +4.5 dBm (see Figure 4.5) for a gain of 17.3 dB. The gain listed for the powerampli�er in the datasheet is 26 dB [38℄. Further testing indi
ates that the gain is
loser to the spe
i�ed gain of 26 dB under the single tone test. The single tone testrefers to gain measurements obtained by using a sine wave as input, as opposed to awideband signal.
4.2.2 Re
eiver Link TestingThe re
eiver link 
onsists of four main blo
ks: low-noise ampli�er (LNA), image re-je
tion (IMJ) mixer, intermediate frequen
y (IF) bandpass �lter and analog-to-digital(A/D) 
onverter evaluation board modules (Figure 4.6).30



Figure 4.5: RF spe
trum at power ampli�er output
Signals are re
eived by an omnidire
tional dipole antenna at ea
h array element.An RF test signal is pla
ed at the input of the low-noise ampli�er (LNA). The inputmain peak power is -17.2 dBm and is shown in Figure 4.7. At the output of LNA,the PN sequen
e's power is ampli�ed to +2.8 dBm (see Figure 4.8). The gain of theLNA is then approximately 20 dB and it mat
hes the spe
i�ed gain in the datasheetof 20 dB minimum [38℄.The next fun
tional blo
k in the re
eiver 
hain is the IMJ mixer. One of themixer's spe
i�
ations whi
h is related to the system's link budget is the 
onversion(insertion) loss whi
h is listed at 8 dB (loss) [39℄. The main peak power at IF outputof the mixer in Figure 4.9 is -12.1 dBm, a loss of 14.9 dB (2.8-(-12.1) dBm). However,under the single tone test des
ribed previously, a 
onversion loss of only 9 dB is found.31



Figure 4.6: Re
eiver link blo
k diagram

Figure 4.7: Re
eived RF spe
trum before low-noise ampli�er
32



Figure 4.8: Re
eived RF spe
trum after low-noise ampli�
ation

Figure 4.9: IF spe
trum at IMJ mixer output33



Figure 4.10: IF spe
trum after bandpass �lteringThe bandpass �lter has a spe
i�ed maximum insertion loss of 1.5 dB in the pass-band from 63.0 to 77:0MHz [38℄. The experimental insertion loss is found to be 1.1dB by 
omparing Figure 4.9 and Figure 4.10. Also from Figure 4.10, large attenua-tion of > 15dB in the stopband ( < 51MHz and > 94MHz) is shown as most of thesidelobes were attenuated below the display range of the spe
trum analyzer.After bandpass �ltering the signal is down
onverted to baseband via bandpasssampling at the 70MHz IF. An example of a re
eived signal is shown in Figure 4.11.The amplitude s
ale is relative to the maximum output level of the A/D 
onverter.The A/D 
onverter has a 12-bit resolution and all data bits are most-signi�
ant-bit(MSB) justi�ed into a 16 bit word. Thus, the maximum output level is +/- 32768.The fun
tional blo
k testing veri�ed proper operation of ea
h hardware 
ompo-nent in the transmitter and re
eiver 
hain. Most of the results agreed with the34



Figure 4.11: Sampled re
eived signal at basebandspe
i�
ations provided by the manufa
turers, ex
ept for the power ampli�er and im-age reje
tion mixer. Under single tone (narrowband signal) test all 
omponents meetspe
i�
ations, however, their performan
e with wideband signals is less satisfa
tory,
omparing to the system's link budget dis
ussed in Se
tion 4.3. All the gain/lossmeasurements do not a

ount for the 
able and 
onne
tor losses. The 
ables and
onne
tors used in the system test have losses about 0.5-1.5 dB. In general, the lossin a 
able is a fun
tion of its quality, frequen
y and 
able length. Sin
e we did not in-
lude 
able loss in the above 
al
ulations, the power ampli�er and image reje
t mixergain/loss with wideband signals will be 0.5-1.5 dB 
loser to spe
i�
ations taking 
ableloss into 
onsideration.
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4.3 System Analysis and TestThe system level testing is mainly fo
used on the re
eiver's sensitivity, dynami
 range,link budget and antenna array phase 
alibration test. In addition, a simple free spa
epropagation test is performed to provide a referen
e to estimate path loss in Se
tion5.3.The re
eiver's sensitivity and dynami
 range are determined by the operatingrange of the RF front-end ampli�er, mixer and the dynami
 range of the A/D 
on-verter. Maximum signal-to-noise ratio (SNR) at the A/D 
onverter is a
hieved whenit is operated at full-s
ale. Sin
e the A/D's evaluation board does not in
lude anautomati
 gain 
ontrol (AGC) 
ir
uit, we 
annot fully utilize the dynami
 range ofthe A/D 
onverter. Therefore the SNR is depended on the input signal level relativeto full-s
ale. In 
al
ulation of the useful dynami
 range, a minimum SNR must beadded to satisfy the re
eiver's minimum performan
e requirement with a BER (bit-error rate) of 10�3.The re
eiver's link budget is 
al
ulated from the gain and noise �gure (NF) ofea
h blo
k from the hardware spe
i�
ations as shown in Figure 4.12. The systemgain is Gainsys(dB) = G1dB + G2dB + G3dB = 10:5dB. The system noise �gure isdetermined from the 
as
aded system noise �gure [32℄ as well from the quantitiesshown in Figure 4.12:NFsys = NF1 + NF2� 1G1 + NF3� 1G1G2 (4.1)= 1:497 = 1:75dB (4.2)Using the gains obtained from fun
tional blo
k testing in the Se
tion 4.4.2, theexperimental gain is 4 dB (20+(-14.9)+(-1.1)). The experimental gain (4 dB) is mu
hlower than the link budget (10.5 dB) due to fa
t that the gain at ea
h blo
k is roughly36



Figure 4.12: Re
eiver link budgetestimated from the main peak at the spe
trum analyzer and also that 
able lossesare not in
luded in the link budget. For a more a

urate power measurement, a RFpower meter, whi
h is 
apable of measuring instantaneous power at RF frequen
y,should be used for verifying gains in Se
tion 4.2.2.The re
eiver noise 
oor is 
al
ulated as follows [32℄:Prn = kT + 10 log(B) +NFdB (4.3)= �174dBm+ 71:76dB + 1:75dB= �100:49dBmwhere kT = �174dBm at room temperature of 25oC and k is Boltzman's 
onstant,B = 15MHz is the 3dB bandwidth of the re
eiver, and NFdB is re
eiver noise �gureof 1:75dB. The re
eiver sensitivity Sr is then 
al
ulated as [32℄:Sr = Prn + EbNo + implementation loss (4.4)= �100:49dBm+ 6:8dB + 1:0dB= �92:69dBmwhere Eb=No = 6:8 dB is the SNR required for demodulation whi
h we have 
hosen37



to 
orrespond to a BER of 10�3 for BPSK demodulation.Another important spe
i�
ation in digital re
eiver design is the spurious free dy-nami
 range (SFDR) of the A/D 
onverter. Non-linearities in the A/D 
onverter
ause spurious responses in the A/D 
onverter's output spe
trum. The SFDR in-di
ates the ability of an A/D 
onverter to simultaneously dete
t a small signal inthe presen
e of a large interferen
e signal [70℄. The SFDR spe
i�
ation of the A/D
onverter is -71 dBm [12℄. If the tolerable 
arrier-to-interferen
e (C/I) ratio is 10 dB,then the minimum signal level is -61 dBm at the A/D 
onverter or -71.5 dBm at theantenna (assuming a system gain of 10.5 dB). The minimum signal level is then 
on-strained by the A/D 
onverter's SFDR at about -71.5 dBm. With maximum input tothe A/D 
onverter at 0 dBm, the dynami
 range of the re
eiver 
hain is about 71.5 dB.A simple test of the free-spa
e propagation loss was performed by pla
ing the re-
eiver at a 
lose distan
e of roughly 1 metre from the transmitter. The signal's mainpeak power measured at RF is -31.5 dBm. Compared to the transmitted power of+4.5 dBm, the path loss for the 1 metre referen
e distan
e is 36dB. This loss 
an beassumed as free-spa
e propagation loss and is 
omparable with the result in [16℄ of38 dB.Using the dynami
 range and the referen
e path loss, the range of the measurementsystem is estimated from the outdoor path loss equation in [16℄:PL = PL(do) + 10n log( ddo ) (4.5)where n = 2:18 is the outdoor path loss exponent [16℄, do = 1 metre, PL(do) = 36dBand PL = 71:5dB. Solving for d in Equation (4.5) yields the maximum allowablepath loss (or range) for the TX-RX link to be 57 metres or 186 feet.38



A re
eiver sensitivity analysis is performed by using single tone input with vari-able power. A signal generator supplies a sine wave at 1.907 GHz to the input ofa re
eiving antenna. Input power starts at 0 dBm and de
reases in steps of 5 dBmdown to -70 dBm. The noise power with the -70 dBm input power (see Figure 4.13) ishigher than the -50 dBm input power (see Figure 4.14). Therefore the re
eiver is stillfun
tional at -70 dBm input power and this result is 
omparable to PL 
al
ulatedabove.

Figure 4.13: Single tone re
eiver sensitivity test: input power -70 dBm
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Figure 4.14: Single tone re
eiver sensitivity test: input power -50 dBm
4.4 Syn
hronization Issues of the Measurement Sys-temIn general there are two main levels of syn
hronization in a 
oherent CDMA system;
arrier and symbol (or bit) syn
hronization. For a smart antenna system using 
oher-ent pro
essing, syn
hronous sampling of all antenna elements adds an additional levelof syn
hronization besides the two mentioned above. In our system, syn
hronous sam-pling and 
arrier syn
hronization are solved by hardware implementation, and symbolsyn
hronization is performed o�-line in software.
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Figure 4.15: Carrier syn
hronization hardware logi
4.4.1 Carrier Syn
hronizationCarrier syn
hronization in our system is a
hieved by using a 
ommon referen
e signalof 5 MHz. Sin
e bandpass sampling is used to down
onvert the IF signal to base-band, the sampling 
lo
k must also be kept in 
onstant phase with the re
eiver'slo
al os
illator (LO). Our solution is to derive the 5 MHz referen
e from the 35 MHzsampling 
lo
k through a frequen
y divider. The same referen
e signal is also fedto the transmitter's LO. Thus, 
arrier syn
hronization is a
hieved as illustrated inFigure 4.15. This method eliminates the phase-lo
ked loop (PLL) required for 
arriertra
king, and therefore redu
es re
eiver hardware 
omplexity as well as a sour
e ofun
ontrolled distortion.To illustrate the e�e
ts of imperfe
t syn
hronization on the re
eived signal and toevaluate the hardware syn
hronization logi
 in Figure 4.15, the following three testsare 
ondu
ted: a) no 
arrier syn
hronization, b) only TX and RX LOs syn
hronizedand 
) whole system syn
hronized.When the 
arriers' relative phases are not kept 
onstant, the e�e
t on the re-
eived signal is similar to multiplying the re
eived waveform by, e.g. 
os �t, where �41



Figure 4.16: No 
arrier syn
hronizationis the phase shift. This e�e
t is illustrated in Figure 4.16. If both the transmitterand re
eiver's LOs (RF 
arriers) are syn
hronized, the re
eived signals are almostsyn
hronized ex
ept for the sampling 
lo
k (IF 
arrier). In Figure 4.17, the re
eivedsignal amplitude does not 
u
tuate as mu
h, i.e. the phase di�eren
e � is smaller
ompared to the signal in Figure 4.16.When the syn
hronization logi
 des
ribed in Figure 4.15 is implemented, the re-
eived signal amplitude be
omes relatively 
onstant with time (see Figure 4.18).
4.4.2 Syn
hronous Data SamplingFour A/D 
onverters are used to sample the data from all four antenna elementsindividually. Data are then stored temporarily in a data FIFO available on the42



Figure 4.17: RF 
arrier syn
hronization only

Figure 4.18: Carrier syn
hronization a
hieved using hardware logi
43



Figure 4.19: ADport 
ontrol softwareevaluation board. The two host PCs 
ontrol the sampling pro
ess and downloading ofdata. One important task of the 
ontrol software running on the PCs is to syn
hronizeea
h array element su
h that all elements start sampling data at the same time. These
ond aspe
t requires that all sampling 
lo
ks be tied together or shared one identi
al
lo
k. Referring to Figure 4.15, the bu�er is used to distribute the same 35 MHzsampling 
lo
k to all four A/Ds. Failure to syn
hronize sampling will introdu
e afrequen
y dependent phase shift between ea
h element due to the delay in sampling[41℄. We have written the 
ontrol software, ADport, in Visual C++ to provide user-friendly environment and allow bat
h data downloading. The main user interfa
e ofADport is 
aptured and displayed in Figure 4.19.The features of ADport 
onsist of radio buttons for the sele
table FIFO's bat
hdownload size and parallel port sele
tion (LPT1 or LPT2) of where the master boardresides. The `none' option is sele
ted when both of the parallel ports are 
onne
tedto slave boards. The bottom three buttons, in the order from left to right, representthe steps for data downloading: initialize, read and save. Figure 4.20 illustrates a
ow
hart detailing the syn
hronous sampling pro
ess. Details of our software design
an be found in Appendix A. It is required to run two separate 
opies of ADport on44



Figure 4.20: Flow
hart for syn
hronous sampling45



the two PCs be
ause a PC 
an only support a maximum of two bi-dire
tional parallelports, namely LPT1 and LPT2. To a
hieve syn
hronous sampling of data from allfour A/D boards, the following handshaking pro
edure is required to exe
ute betweenthe primary (
ontaining the master port) and se
ondary 
opies of the software:1. `Init' on both primary and se
ondary 
opies2. `Read' on primary 
opy3. `Save' on primary 
opy4. `Save' on se
ondary 
opy5. repeat 1-4 for next snapshotwhere a `snapshot' is a sequen
e 
ontinuously sampled data 
olle
ted by the FIFO.Sin
e the maximum size of the FIFO is 16k samples, a snapshot 
an a maximum of 16ksamples. The antenna array basestation is then 
he
ked for proper syn
hronizationby feeding a single RF 
arrier modulated PN sequen
e dire
tly to all four antennainputs. A zero-phase four-way shift power splitter is used to divide the signal intofour equal-phase sour
es. This pro
edure is sometimes referred to as ba
k-to-ba
ktest [5℄. The ba
k-to-ba
k experiment setup is outlined in Figure 4.21. By inspe
tingthe alignment of peaks and zero 
rossings of the sampled data in Figure 4.22, we
on
lude that all the 
hannels are syn
hronized to within a sample (or 1=35 � 106se
onds).
4.4.3 Test for Antenna Array CalibrationBeamforming or DOA estimation te
hniques rely on the phase di�eren
e between thein
ident wavefronts of the in
oming signal on ea
h antenna element to a

uratelybeamform towards the desired user. Therefore, it ne
essary to ensure that there is46



Figure 4.21: Hardware setup for ba
k-to-ba
k test

1.079 1.08 1.081 1.082 1.083 1.084 1.085 1.086 1.087 1.088 1.089

x 10
4

−1

−0.5

0

0.5

1

1.5

x 10
4 Synchronization of Data Collection

data samples

am
pl

itu
de

antenna 1
antenna 2
antenna 3
antenna 4

Figure 4.22: Ba
k-to-ba
k test: syn
hronous data 
olle
tion a
hieved
47



Figure 4.23: RF front-end 
alibration experimentminimal phase di�eren
e between ea
h element 
aused by the RF front end. Theba
k-to-ba
k test is also used for this 
alibration purpose. A series of 10 snapshotsare gathered from the setup in Figure 4.21. The signals entering ea
h antenna elementare identi
al equivalent to DOA of zero degrees. The beampatterns in Figure 4.23indeed have a large peak at 0o DOA, whi
h shows that the array is 
alibrated.
4.4.4 Fra
tional Chip Sampling O�setIn a pra
ti
al system the re
eiver does not know the 
hip timing for the desired user apriori. This 
hip asyn
hronism leads to a fra
tional 
hip o�set between the re
eiver'smat
hed �lter sampling intervals and the 
hip timing for the user [37℄. For example,if signal is sampled at 
hip rate, the worst 
ase s
enario 
orresponds to a half-
hip48



o�set, whi
h is an SNR loss of 3 dB. In our measurement system the sampling rateis �ve times the 
hip rate, and the SNR loss due to 
hip asyn
hronism is less severe.As stated in [37℄, the SNR loss due to fra
tional 
hip e�e
ts for a re
tangular 
hipwaveform is given by:SNR = 10log10 "� 12m�2 + �1� 12m�2# dB (4.6)where m/T
 is the sampling rate. For m = 5, the SNR loss is 0.86 dB and be
omesless signi�
ant to signal-to-noise degradation. In addition, sin
e data are pro
essedo�-line, we 
an exploit the fa
t that the entire data sequen
e is available for timingre
overy.
4.5 Re
eived Signal Pro
essingThis se
tion presents the algorithms used for o�-line signal pro
essing. Signal pro
ess-ing at the basestation is performed o�-line on the Sun workstations. The advantagesof o�-line pro
essing are the large amount of 
omputing power available and theknowledge of the whole data sequen
e. The three main signal pro
essing pro
edurespresented here are real-to-
omplex data 
onversion, referen
e PN sequen
e generationand PN sequen
e syn
hronization (or timing re
overy).All the data gathered in experiments are raw samples of the re
eived signal andrequire some signal pro
essing before further analysis. Sin
e re
eived signal samplesare real, a 
onversion to in-phase and quadrature (I-Q) format is required. Then, thenext step is the generation of a lo
al PN sequen
e referen
e for despreading. Beforedespreading the re
eived signal must be aligned with the lo
al referen
e. This pro
essis 
alled initial syn
hronization. If two PN sequen
es are out of syn
hronization byone 
hip period, there will be insuÆ
ient signal energy for reliable data demodulation49



[75℄. When the referen
e and re
eived signal are syn
hronized, the despreading 
anbegin. A tra
king algorithm is in
orporated into the despreading pro
edure to 
orre
tslippage in PN sequen
e syn
hronization during despreading. Further dis
ussions onPN sequen
e tra
king in presented in Se
tion 4.5.3.
4.5.1 Real to Complex Data ConversionIn a 
onventional re
eiver, often two 
hannels are used in the down
onversion fromIF to baseband. One 
hannel is multiplied by a 
osine and the other 
hannel by asine. The 
osine and sine are generated from the same sour
e, the sine is obtainedby shifting the phase of the 
osine by 90o. In this way, the zeros of the �rst 
osinealign with the peaks of the sine. This allows information of the re
eived signal to bepreserved, whi
h would have been lost due to the zeros in the 
osine referen
e. Thesignal's phase information is vital for beamforming sin
e the re
eived signal repre-sents a propagation wave. The multipli
ations of the 
osine and sine to the re
eivedsignal 
an also be represented as one multipli
ation by ej� = 
os � + j sin �, usingEuler's relationship. In other words, this pro
ess 
an thought of as one multipli
ation
onverting data from real to 
omplex numbers [17℄. The real axis 
orresponds to thein-phase (I-) 
hannel, while the imaginary axis 
orresponds to the quadrature (Q-)
hannel. The 
onversion from a real signal 
hannel to a 
omplex representation 
anbe performed digitally using Hilbert or Fourier transforms [17℄. In fa
t, the 
onver-sion to I-Q 
hannels do not have to be 
arried out by analog hardware. This willredu
e analog 
ir
uitry 
omplexity be
ause of available o�-line 
omputing power inour system. Figure 4.24 illustrates the two di�erent mixing te
hniques.When a real signal x(n) and its Hilbert transform x̂(n) = Htfxg are used to forma new 
omplex signal y(n) = x(n) + jx̂(n), the resulted signal y(n) is the analyti
 or
omplex signal 
orresponding to the real signal x(n). An ideal Hilbert transformer is50



Figure 4.24: Di�erent re
eiver systems: i) Quadrature (I-Q 
hannel) and ii) One
hannel digital 
onversion to 
omplex I-Q 
hannel
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an all-pass �lter that introdu
es a 90o phase shift on the input signal. The frequen
yresponse of the ideal Hilbert �lter is des
ribed as [54℄:Ht(!) = 8><>: �j 0 < ! � �j �� < ! < 0 (4.7)Analyti
 signals have the property that all negative frequen
ies of the real signalx(n) all �ltered out [62℄. For example let:x(n) = 
os(!on) = 0:5[ej!on + e�j!on℄ (4.8)Using 4.7, the Hilbert transform of x(n) is:x̂(n) = 0:5[ej!on�j�=2 + e�j!on+j�=2℄ (4.9)= 0:5[�jej!on + je�j!on℄ (4.10)Therefore, the analyti
 signal will be:y(n) = x(n) + jx̂(n) (4.11)= 0:5[ej!on + e�j!on℄ + j0:5[�jej!on + je�j!on℄ (4.12)= ej!on (4.13)The example above illustrates that the negative frequen
ies 
omponents of x(n)and jx̂(n) 
an
el out in the sum x(n) + x̂(n) and only the positive frequen
y 
ompo-nent is left. This o

urs for any real signal x(n), not just for sinusoids [62℄. It 
an beshown that this real-to-
omplex data 
onversion is reversible, meaning that x(n) 
anbe re
overed given y(n).The real-valued to I-Q 
onversion at the re
eiver 
an either employ Hilbert �lteror instead use Fourier transform te
hniques whi
h utilize the zero negative frequen
y52



property of analyti
 signals. The Fourier transform based algorithm is introdu
ed in[17℄ and it is more 
omputationally eÆ
ient due to the fast Fourier transform (FFT)algorithms. The real to 
omplex 
onversion pro
edure is given as [17℄:
1. Take the DFT of the real sequen
e x(n) to obtain X(!)2. Trun
ate the spe
trum X(!) to half its original length3. Take the inverse DFT to obtain a 
omplex sequen
e y(n)The I-Q 
onversion algorithm 
an be explained in the frequen
y domain. TheFourier transform of the analyti
 re
eived signal y(n) is Y (!) = X(!)+jX̂(!). Sin
eX̂(!) is the Hilbert transform of X(!) by the �lter in Equation (4.7), Y (!) be
omes:Y (!) = X(!) + j[�jsgn(!)X(!)℄ (4.14)= [1 + sgn(!)℄X(!) (4.15)= 8><>: X(!) for ! > 00 for ! < 0 (4.16)The trun
ation of the spe
trum X(!) in step 2 of the algorithm is equivalent toeliminating the negative frequen
y 
omponent as stated in Equation 4.16. The pro-
edure is illustrated in Figure 4.25.There are two details that have been overlooked in this dis
ussion. First the num-ber of frequen
y bins require to 
ompletely spe
ify the DFT for a real sequen
e oflength 2N is N + 1, not N. However the signal has no information 
ontained at thefrequen
y bin N (or 17.5 MHz), so a length-N inverse DFT 
an be used. Se
ondlythe resulting 
omplex sequen
e has a sampling rate of half of its original rate or ade
imation by a fa
tor of 2. Sin
e we have an odd number of samples per 
hip, an53



Figure 4.25: I-Q 
onversion algorithm Step 2 - Trun
ation of spe
truminterpolation step is inserted before step 1 in order to keep the sampling resolutionat an integer number of samples per 
hip. Thus, the modi�ed real to 
omplex I-Qrepresentation used in our system is:
1. a) Interpolate real sequen
e by a fa
tor of 2, b) lowpass �ltering of image signalresulted from step 1a)2. Take the FFT of the real sequen
e x(n) to obtain X(!)3. Trun
ate the spe
trum X(!) to half its original length4. Take the inverse FFT to obtain a 
omplex sequen
e y(n)The despreading pro
ess that follows the I-Q 
omplex 
onversion is similar to
onventional despreading methods des
ribed in [15℄ [43℄ [48℄, ex
ept for the referen
ePN sequen
e generation whi
h will be dis
ussed next.
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Figure 4.26: Modular multiple-tap sequen
e generator (MSRG)4.5.2 Referen
e PN sequen
e generationA linear PN 
ode sequen
e generator is made up of a linear feedba
k shift register.The longest 
ode sequen
e that 
an be generated is determined by the number of 
ip-
ops or stages of delay in the generator. For n delay stages, the longest sequen
e that
an be generated is 2n � 1, and this sequen
e is 
alled `linear maximal' [75℄. Thereare di�erent designs for generating maximal length sequen
es, for example, simpleshift register generator (SSRG) and modular shift register generator (MSRG) meth-ods des
ribed in [14℄. The SX043 spread spe
trum IC employs the MSRG design forits PN sequen
e generation [1℄. An example of an MSRG sequen
e generator designis given in Figure 4.26 [14℄.By a 
hoosing di�erent 
ombination and lo
ation of feedba
k taps, di�erent 
odesequen
es 
an be generated. One of the problems in 
ode generation is to �nd thefeedba
k logi
 that gives the desired 
ode length. Fortunately, in [14℄ a table of feed-ba
k 
onne
tions is 
omplied for linear maximal sequen
es and the SX043 IC usesthis table for its sequen
e generation. A smaller version of this table is also availablein the SX043 manual [1℄. The �rst se
tion of the table is shown in Table 4.1 for illus-tration purposes. To use the table, we �rst sele
t the 
ode length, say 31 
hips, andsele
t a �ve-stage shift register generator [5,2℄. For modular shift register generators,the [n; r; q; p℄m notation signi�es an n-stage register with feedba
k from the nth stagemodulo-2 added with the output of the rth, qth and pth stages and fed to the inputsof the r + 1, q + 1 stages, respe
tively [14℄.55



Number of Stages Code Length Maximal Taps2 3 [2,1℄3 7 [3,1℄4 15 [4,1℄5 31 [5,2℄ [5,4,3,2℄ [5,4,2,1℄6 63 [6,1℄ [6,5,2,1℄ [6,5,3,2℄7 127 [7,1℄ [7,3℄ [7,3,2,1℄ [7,4,3,2℄[7,6,4,2℄ [7,6,3,1℄ [7,6,5,2℄[7,6,5,4,2,1℄ [7,5,4,3,2,1℄: : :: : :Table 4.1: Feedba
k Conne
tions for Linear m-sequen
es
The maximal length sequen
es generated from MSRG registers are real, but there
eived data after real to 
omplex I-Q 
onversion 
ontains real and imaginary parts.Therefore, the referen
e PN sequen
e is also required to be 
onverted to its 
omplexrepresentation before despreading. The same 
onversion algorithm des
ribed in lastse
tion 
an be applied without any 
hanges.

4.5.3 Re
eived Signal Despreading and Code Tra
kingInitial syn
hronization, known also as timing re
overy, is a
hieved using a mat
hed�lter. Mat
hed �ltering of the sampled data sequen
e with the PN referen
e sequen
eyields peaks at various points at the output, whi
h 
an then be used to determinethe start of the PN sequen
e. The referen
e PN sequen
e is generated using methods56



dis
ussed in the last se
tion. Despreading or 
ode �ltering begins at the estimated de-lay (starting point) determined by initial syn
hronization using a 
orrelation method.The sequen
e of the re
eived data 
orresponding to the length of the PN sequen
eis 
orrelated with the referen
e sequen
e. The output at the 
orrelator will be thedespread data bits as the 
orrelator moves along the re
eived data sequen
e.First, we 
onsider the signal 
omponent from one mobile. The transmitted sig-nal is si(n) for user i. The 
hannel response with no multipaths 
an be written ashi = aiÆ(n� �i), where ai is the attenuation and �i is the integer sample delay. Thenthe digital baseband re
eived signal for the ith mobile 
an be expressed as:x(n) = NXi=1 aisi(n� �i) + v(n) (4.17)where si(n) = 
i(n), ai is the array response ve
tor and v(n) is the additive whiteGaussian noise (AWGN) ve
tor. We des
ribe the 
ode �ltering of re
eived signals thatdo not involve beamforming and multipath 
ombining. In later se
tions we 
onsidermultipaths and beamforming in our analysis and experiments. The re
eived signalafter 
orrelation with the PN sequen
e of the ith mobile with the estimated delay ~�ifrom initial syn
hronization is denoted by Zi,Zi = (k+1)GXn=kG x(n)
i(n� ~�i) (4.18)= GXn=124 NXj=1 ajsj(n� �j) + v(n)35 
i(n� ~�i) (4.19)= aidiG+ INi (4.20)where Equation (4.17) is used, k = 0; 1; ::: bits and where,INi = GXn=1 NXj=1j 6=i [aj
j(n� �j) + v(n)℄ 
i(n� ~�i) (4.21)57



The signal from the ith mobile with time shift �i will have a pro
essing gain ofG 
hips per bit, and interferen
e from undesired users 
an be modeled as additivewhite Gaussian interferen
e [48℄ [53℄. In this thesis we do not require this assumption.In some simulated CDMA systems, it is usually assumed that the system is syn-
hronized or the estimated time delay ~�i is perfe
tly re
overed. However in our systemand other pra
ti
al systems imperfe
t time delay estimation 
an 
ause slippage be-tween the re
eived signal and the lo
al referen
e PN sequen
e. As a result, the energyat the 
orrelated output Zi is redu
ed be
ause the pro
essing gain G will be lowered.In order to keep the re
eived and the lo
al PN sequen
es syn
hronized, a delay-lo
kloop (DLL) is used to tra
k the PN sequen
es [34℄ [75℄.In general, 
ode tra
king loops or delay-lo
ked loops (DLLs) maintain syn
hro-nization of the re
eiver's repli
a of the PN 
ode by using two 
orrelators: an early
orrelator and a late 
orrelator [34℄. The early 
orrelator uses a referen
e PN 
odethat is advan
ed in time by some fra
tion of a 
hip relative to the 
urrent estimatedtime delay ~� . On the other hand, the late 
orrelator uses the same referen
e PN
ode that is delayed by the same fra
tion of a 
hip. Then the di�eren
e signal of thetwo 
orrelators' output, e(�), is used as input to drive a voltage 
ontrolled os
illator(VCO). In turn, the VCO will 
orre
t the phase of the PN sequen
e referen
e gener-ator.We used a 
ode tra
king algorithm similar to the early-late tra
king loop des
ribedabove. DLL is usually implemented in hardware as a real time tra
king devi
e. Sin
ethe despreading of our system is performed o�-line, the delay-lo
k loop has beenadapted for digital implementation as shown in Figure 4.27. The re
eived signal x(n)is separately 
orrelated with two PN 
ode sequen
es with a time shift di�eren
e of 1sample (or 1/5 
hip). Thus, the output ZE 
orresponds to the early 
orrelation and58



Figure 4.27: Digital early-late tra
king loopZL is the late 
orrelation. Then the larger of the ZE; ZL is sele
ted as the 
orre
toutput sin
e it has a higher 
orrelation. This de
ision is then fedba
k to the tra
kingloop so that ~�k+1 
an be adjusted a

ordingly for the next bit output Zk+1.Using the digital early-late tra
king loop, the energy at the 
orrelated output iskept to a maximum. The 
orrelator and tra
king loop are used to despread for ea
huser suing a set of measured data gathered with two transmitters in a near-far lo-
ation 
on�guration. The bits at the 
orrelator's output are plotted against theirrespe
tive amplitude. The results are shown for 
ases without and with 
ode tra
kingin Figures 4.28 and 4.29, respe
tively.The observation made from the plots Figures 4.28 and 4.29 is the di�eren
e inthe slopes of the 
urves. Sin
e the transmitted data bits are always '1', we wouldexpe
t similar amplitudes for ea
h bit, espe
ially for the Near TX where the signalexperien
e less degradation. However, the 
urve without 
ode tra
king (see Figure4.28) has a negative slope as a fun
tion of time. The negative slope suggests thatwithout tra
king, the time shift ~� of the PN referen
e 
(n � ~� ) is moving further59



Figure 4.28: Despreading without 
ode tra
king loop
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Figure 4.29: Despreading with 
ode tra
king loop
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away from the re
eived signal x(n), and the value of Zk at the 
orrelator output iskept de
reasing. If the slippage is 
ontinued for many more bits, we will expe
t Zkto level o� at zero and then starts rising when the time shifts between 
(n � ~� ) andx(n) be
omes zero again and repeat the same 
y
le. The only similarity betweenthe two 
ases (with or without tra
king) is that the amplitudes for the �rst few bitsare similar. This is be
ause initial syn
hronization yields the same starting point forthe �rst bit. Furthermore, the downward slopes in Figure 4.28 indi
ate that thereis an in
reasing slippage in syn
hronization between the re
eived and referen
e PNsequen
e as the despreading pro
ess 
ontinues. On the other hand, we obtained arelatively 
at line for both near and far TXs using the early-late tra
king loop (seeFigure 4.29).4.6 SummaryIn this 
hapter we �rst presented the results from system validation. In parti
ular,fun
tional blo
k and system level testing are performed to ensure the measurementsystem is operating properly. Also some 
al
ulations are presented to estimate thesystem's gain, re
eiver's sensitivity, dynami
 range and transmitting range.Then we dis
ussed the syn
hronization hardware logi
 and pro
edures in order toa
hieve syn
hronous sampling for a 
oherent re
eiving antenna array basestation. Anexperimental re
eived signal waveform and beampattern are plotted in Figure 4.22and in Figure 4.23 to illustrate that syn
hronous sampling is a
hieved and the arrayis well-
alibrated. Finally, three re
eived signal pro
essing pro
edures are presented,namely real to 
omplex I-Q 
onversion, PN sequen
e generation and PN 
ode tra
king.
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Chapter 5
Wideband CDMA PropagationChara
teristi
s
5.1 Introdu
tionThe performan
e of wireless 
ommuni
ation systems is bounded by the physi
al lim-itations imposed by the mobile radio 
hannel. The transmission path between thetransmitter and re
eiver 
an vary from line-of-sight (LOS) to a path that is blo
kedby buildings, mountains, et
. Even when the transmitter and re
eiver are station-ary, any movements in the surroundings 
an a�e
t the re
eived signal amplitude [46℄.Modeling the radio 
hannel has been one of the more diÆ
ult aspe
ts of mobile radiosystem design. The 
hannel is usually modeled statisti
ally based on experimentalmeasurements made for the proposed 
ommuni
ation system and is spe
i�
 to theoperating frequen
y band [56℄ [60℄.This 
hapter des
ribes the outdoor wideband CDMA propagation experiments andanalysis 
ondu
ted using a two element antenna array and three mobile transmittersoperating at 1:9GHz. The obje
tives of the experiments are to test the fun
tioningof the measurement system and study the radio propagation 
hara
teristi
s for wide-band CDMA. In parti
ular, we investigate the path loss and multipath delay statisti
s63



in the outdoor environment.
5.2 First Outdoor Experimental SetupWe have performed two sets of di�erent outdoor experiments. The �rst experimentinvolves a 2-element re
eiver antenna array and three transmitters, and the se
ondusing a 4-element re
eiver array and four transmitters. The �rst experiment was per-formed during the earlier phase of system development and the se
ond experimentused the full system implementation, i.e. four element array and four portable trans-mitters. The multipath propagation analysis in this 
hapter is based on the datafrom the �rst experiment. The spatial and beamforming analysis presented in thenext 
hapter utilizes data from both experiments. The se
ond experimental setup isdis
ussed in the next 
hapter.The setup of the �rst experiment is shown in Figure 5.1. Three transmitters A,B and C are separated spatially by 60 degrees and lo
ated at equidistant (50 feet)away from the re
eiving array. Ea
h transmitter is assigned a spe
i�
 31-
hip PNsequen
e (or user 
ode). On
e the transmitters are programmed, they are left run-ning 
ontinuously for the duration of the experiment. When all three transmitters arerunning simultaneously, we 
an treat ea
h transmitter as a di�erent user transmittingasyn
hronously.The array response ve
tor and beamforming algorithms des
ribed in Chapter 2are based on the assumption that the in
ident signals are plane waves. Sin
e thein
ident wave is spheri
al instead of planar, the dire
tion of arrivals of the wave withrespe
t to ea
h individual antenna element will be di�erent from one another. In[24℄ Johnson stated that the di�eren
e in DOA, due to the plane wave assumption, is64



Figure 5.1: Outdoor Experiment #1: s
enario 1proportional to the array's physi
al dimension and inversely proportional to the T-R(transmitter-to-re
eiver) separation distan
e. To a
hieve a maximum DOA error of1o in far-�eld assumption, the rule given by Johnson is to lo
ate the sour
e (TXs) atleast 57 times the maximum dimension of the re
eiver array [24℄.The wavelength, �, for the 1:9GHz 
arrier is approximately 0:1579m. For onehalf wavelength array separation, the maximum dimension of the 4-element array is3=2� = 0:2369m. Therefore, the T-R for separation far-�eld assumption should beat least 57 � 0:2369m = 13:5m or 44 feet. Thus the T-R distan
e of 50 feet usedin both outdoor experiments is valid for a plane wave assumption with a maximumDOA error of 1o between the elements [24℄.The outdoor experiments were 
ondu
ted in the Walter Light Hall parking lot.The time of the experiments was 
hosen su
h that the parking lot was almost va
atedbe
ause nearby vehi
les 
an introdu
e s
attering e�e
ts and lead to untra
kable DOAs65



Figure 5.2: Outdoor Experiment #1: s
enario 2of re
eived signals. Two sides of the parking lot are surrounded by buildings, one sideby a row of two-storey town houses and the open side is next to a side street.Using the setup in Figure 5.1, the physi
al lo
ations of the transmitters are
hanged to provide other s
enarios (Figures 5.2 - 5.4). A total of 20 snapshots aretaken for ea
h s
enario des
ribed below:1. Equally spa
ed TXs equidistant from array (Figure 5.1)2. TX C is moved to 25 degrees apart from TX B, distan
es of all TXs remainsthe same (Figure 5.2)3. Equally spa
ed TXs (60 degrees), and TX C is moved to 30 feet away fromarray (Figure 5.3)4. same as 3) ex
ept TX C is now 15 feet away from array (Figure 5.4)
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Figure 5.3: Outdoor Experiment #1: s
enario 3

Figure 5.4: Outdoor Experiment #1: s
enario 4
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5.3 Path Loss Exponent AnalysisMany radio propagation models are derived from 
ombining empiri
al and analyti
almethods [16℄ [18℄ [36℄. These models are dis
ussed extensively in [18℄ and [56℄ andpro
edures for deriving a path loss model from measurement data 
an be found in[16℄. The purpose of our path loss analysis is not to repeat the derivation exer
ise;rather, we would like to use an existing path loss model to verify that the path lossexponent in the environment of our experiments obeys the existing models.Both measurement-based and theoreti
al models state that the average re
eivedsignal power de
reases with distan
e raised to some exponent [18℄ [36℄. The averagepath loss for an arbitrary T-R separation is expressed as a ratio of two distan
esraised to the power of n, the path loss exponent [56℄:PL(d) /  ddo!n (5.1)or PLdB(d) = PLdB(do) + 10nlog10  ddo! (5.2)where n is the path loss exponent whi
h indi
ates how fast path loss in
reases withdistan
e, do is a 
lose-in referen
e determined from measurements 
lose to the trans-mitter, and d is the T-R separation distan
e.For the results presented, a 
lose-in referen
e of do = 6 feet is used. To gatherdata for path loss analysis, TX C is programmed to run by itself in s
enarios 1,3, and4 des
ribed before. The power of the re
eived signal averaged over the 20 trials forea
h s
enario is tabulated in Table 5.1.Using the data in Table 5.1 we 
an determine the MMSE (minimum mean squareerror) estimate for the path loss exponent, n. The MMSE estimate 
an be found by68



Distan
e,d (ft) Re
eived Power (dB) Path loss, PLdB6 74.93 015 59.00 -15.9330 55.39 -19.5450 53.81 -21.12Table 5.1: Measured re
eived signal power from outdoor experimentthe following method [56℄. Let pi be the re
eived power at distan
e di and let p̂i bethe estimated re
eived power using the path loss model in Equation (5.1). The sumof squared errors between the measured re
eived power and the estimated value is:e(n) = 3Xi=1(pi � p̂i)2 (5.3)The value of n whi
h the mean square error is minimized is found by setting the�rst derivative of e(n) to zero, and then solve for n. Sin
e p̂i = pdB(d0)� PLdB(di),from Equation (5.2) and assume that pdB(do) = 0dB and p̂i = pdB(do)�10nlog(di=6).Substituting all the values of pi and p̂i into (5.3), the sum of squared errors is then:e(n) = [0� 0℄2 + [�15:93� (�3:98n)℄2 + (5.4)[�19:54� (�6:99n)℄2 + [�21:12� (�9:21n)℄2= 149:52n2 � 789:00n+ 1081:62 (5.5)Setting the derivative in (5.5) to zero:de(n)dn = 299:04n� 789:00 = 0 (5.6)The path loss exponent is estimated to be n = 2:64. The sample varian
e 
an beobtained as �2 = e(n)=4 for n = 2:64. The sample varian
e is then found to be10:19dB. As noted in [56℄, a greater number of measurements are needed to redu
e�2 in general. Table (5.2) shows some experimentally determined path loss exponents69



Environment Path loss exponent, nFree spa
e 2Urban area 
ellular radio 2.7 to 3.5Shadowed urban 
ellular radio 3 to 5Table 5.2: Path Loss Exponents for Di�erent Environments [36℄given in [36℄ for di�erent environments.The path loss exponent estimated in our measurements is n = 2:64 and it �ts intolower end of the urban 
ellular radio environment. Even though the number of datameasurements is not large enough to 
on
lude on the a
tual path loss experien
ed inthe Walter Light Hall parking lot, but our result shows that the path loss behavesin a predi
table manner, and it 
an be estimated using models presented in literature.
5.4 Multipath Delay Pro�le AnalysisThere are three popular methods for multipath propagation measurement (sometimesreferred to as 
hannel sounding) at RF frequen
ies: dire
t RF pulse, spread spe
trumsliding 
orrelator and swept frequen
y spe
trum [56℄. Cox [8℄ �rst used the slid-ing 
orrelator method to study multipath delay 
hara
teristi
s in outdoor suburbanenvironments at 910MHz. Bultitude [5℄ later used this te
hnique for mi
ro
ellular
hannel sounding analysis, as did Sousa [63℄ and Jorgensen [25℄. Sin
e our measure-ment system transmits PN sequen
es at a high 
hip rate, data gathered by a singleantenna element 
an be pro
essed to obtain multipath delay pro�les based on thesliding 
orrelator method. The other 
hannel sounding methods 
annot be used forour system be
ause a RF pulse generator and ve
tor network analyzer are required70



for dire
t RF pulse method and swept frequen
y spe
trum, respe
tively.When the re
eived PN sequen
e is 
orrelated by sliding the lo
al referen
e se-quen
e along the re
eived signal, a time auto
orrelation fun
tion of the transmittedPN sequen
e is obtained if no multipaths are present. If multipaths are present, theywill have di�erent time delays, and will maximally 
orrelate with the referen
e PNsequen
e at multiple times. The energy of ea
h individual path passing through the
orrelator depends on the time delay. Then, the envelope of the 
hannel pro�le isde�ned by [8℄ as: jy(t)j = [x2I(t) + x2Q(t)℄1=2 (5.7)where xI(t) is the I-
hannel and xQ(t) is the Q-
hannel of 
omplex re
eived signal.The plot of the logarithm of jy(t)j in dB versus time is 
alled a multipath delay pro�leby [8℄ and [63℄. An example of a multipath delay pro�le in shown in Figure 5.5.
5.4.1 Thresholding for Multipath Dete
tionSin
e the delay pro�le is the magnitude of the re
eived 
omplex impulse response,the e�e
t of noise amplitudes must be a

ounted before the extra
tion of multipath(e
hoes) 
an begin. This requires an estimate of the ba
kground noise varian
e, �2N ,to set a threshold to distinguish between multipaths and noise peaks. The 
hoi
eof threshold is important be
ause it a�e
ts the multipath statisti
s 
al
ulated frommeasurement data. If the noise threshold is set too low, then the values of measureddelay spreads and peak amplitude varian
es will be high be
ause noise peaks aretreated as multipaths [56℄.Thresholding pro
edures have not been dis
ussed extensively in the past. Papers[8℄ [9℄ and [73℄ do not mention any use of a threshold for multipath dete
tion. On71
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Figure 5.5: Sample Multipath Delay Pro�lethe other hand, [5℄, [25℄ and [55℄ des
ribe the use of thresholds, determined based onworst 
ase SNR and is set 
onstant for every pro�le. In [55℄, pro�les are ad ho
lydis
arded whi
h have less than 10dB of dynami
 range in order to satisfy a minimumSNR.Our thresholding method is based on the work of [63℄ where the threshold is set toa
hieve a 
onstant false alarm rate (CFAR), independent of the SNR. The extra
tionof multipath e
hoes from a delay pro�le 
an be viewed as a signal dete
tion problem.If no multipath is present, then the delay pro�le's amplitude is due to noise. On theother hand, multipaths yield stronger peaks with unknown amplitude and delay inthe delay pro�le. Therefore, we de�ne the null and alternative hypothesis as:H0 : y[n℄ = wRay[n℄ n = 5; :::; N � 5 (5.8)72



H1 : y[n℄ = 8><>: wRay[n℄ n = 5; :::; ni � 1; ni + 1; :::; N � 5A+ wRay[n℄ n = ni (5.9)where wRay[n℄ is Rayleigh distributed noise amplitude, A is the unknown multipathpeak's amplitude, ni is the delay time of peak i and i = 1; 2; :::; L multipaths. Thenumber of multipaths, L, in ea
h pro�le is unknown and our multipath dete
tionpro
edure allow us to gather statisti
s and determine a statisti
al average of L. In(5.9) the time interval for dete
tion is assumed to be at least greater than a 
hipperiod (5 samples) away from the main peak, i.e. n starts from the �fth sample. Thisis be
ause the smallest delay possible is assumed to be 1 
hip away from strongestpath (main peak).For the null hypothesis, if we assumed the noise of the in-phase and quadrature
hannels is independently distributed zero-mean Gaussian, then the amplitude of thenoise envelope is Rayleigh distributed [49℄:p(y) = 8><>: y�2 exp�� y22�2N � 0 � y � 10 y < 0 (5.10)where �2N is the time-average power of the re
eived signal (i.e. noise varian
e). Theprobably that the signal envelope ex
eeds a spe
i�ed value Y is given by the right-tailprobability of p(y) [49℄ [56℄:P (Y ) = Pr(y > Y ) = 1� Z Y0 p(y)dy = exp � Y 22�2N ! (5.11)The estimation of sample noise varian
e, �2N , is simply the mean square value of allthe sample amplitudes if no signal is present. When valid multipaths are present, theestimated �2N 
an be greatly distorted be
ause of the large peaks of the multipaths.With the knowledge that very few data points will a
tually 
ontain peaks (10-15)within a pro�le, �2N 
an be estimated based on the median of the sample's amplitude[63℄. The median level of Rayleigh distribution is found by letting P (Ymed) = 0:5 in73



Equation (5.11) and solving for �N . Then we will get:�N = Ymedpln4 ' 0:85Ymed (5.12)Equation (5.12) implies that �N is 0:85 times of the median level for a Rayleigh dis-tribution. For the dete
tion of multipaths, we would like to devise a s
heme that isindependent of the SNR. The threshold is set to obtain a 
onstant false alarm rate(CFAR) and it is widely used in signal dete
tion for radar appli
ations [29℄ [63℄. TheCFAR s
heme requires to set the threshold to
 = ��N (5.13)where � is a 
onstant. The false alarm probability, i.e., the probability that the noiseex
eeds the threshold in any sample in the absen
e of an multipath, is equal theprobability with Y = 
 substituted to (5.11) and be
omes [63℄:PFA = exp ��22 ! (5.14)The threshold, 
, is 
al
ulated by substituting PFA (say 10�3) into Equation (5.14)and solve for �. Then � and �N , estimated from (5.12), are substituted into (5.13)for 
 . The pro
edure for determining the threshold is summarized as follows:1. �nd the median, Ymed, of the data samples in a delay pro�le2. �NdB = YmeddB � 1:4dB (using Equation (5.12))3. set threshold 
dB = �NdB + �dB a

ording to a sele
ted PFA (using Equation(5.13) and (5.14))4. dete
t multipath peaks whi
h are above the thresholdA sample delay pro�le with estimated noise level and the resulting threshold isshown in Figure 5.6. After the threshold is obtained, then the dete
tion pro
ess74
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Figure 5.6: Delay Pro�le and Thresholding (PFA = 10�3)
an begin with pre-sele
ted parameters su
h as PFA and smoothing resolution. Thedetails of this operation and the 
hoi
e of parameters are presented next.5.4.2 Multipath Dete
tion and Hypothesis TestingIn the multipath dete
tion pro
ess, a given sample in the delay pro�le is 
onsidereda valid peak (or e
ho) if its amplitude ex
eeds the threshold and the neighbouringtime samples on ea
h side have lower amplitude. In addition the identi�
ation ofpeaks is based on a resolution parameter to smooth out noisy peaks in a pro�le. Alow-pass �lter (LPF) for smoothing will have a region of support proportional to theresolution parameter. The same delay pro�le in Figure 5.6 has been smoothed by aLPF with a resolution of 1/2 
hip (region of support �1/2 
hip) and shown in Figure5.7. The main di�eren
e between the two pro�les is the redu
tion in the numberof noisy bumps on the peaks. In fa
t, the smoothing operation by the LPF 
an betreated as an estimator of the true lo
ation of a peak taking neighbouring samples75
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Figure 5.7: Delay Pro�le and Thresholding (with smoothing)into a

ount.In [63℄ Sousa observed that 
on�den
e limits for the median noise level estimationare known to be somewhat larger than predi
ted by mean level estimation. This isbe
ause the mean level estimation is based on the information from all sample points,whereas, median level estimation only uses one sample point. Therefore we try toestimate �2N re
ursively and improve its a

ura
y. After peaks have been identi�edin our dete
tion pro
edure, the original data minus the peaks are used to re-estimatethe noise varian
e. The se
ond noise estimate on average, is found to be only 0:6dBbelow the �rst estimate. For our purposes the �rst estimate is adequate for multipathdete
tion.The dete
tion performan
e of our CFAR dete
tion s
heme 
an be quanti�ed bythe probability of dete
tion. The dete
tion probability PD is the probability at whi
h76



H1 is 
hosen in (5.9) when the H1 is true [29℄. If we assume that the delay pro�leis Ri
ian distributed if a peak is present, PD is the right-tail probability of a Ri
ianprobability density fun
tion (pdf). In [29℄ Kay shows that PD 
an be related to thenon
entral Chi-square random variable using (5.7) as follows:PD = Pr �y > q�
� = Pr8<:vuutx2I + x2Q�2N > s �
�2N9=; (5.15)= Pr(x2I + x2Q�2N > �
�2N ) (5.16)= Q��22(�)  �
�2N ! (5.17)where Q��22(�)(x) is the right tail probability of the non-
entral 
hi-squared pdf withtwo degrees of freedom [29℄ and where � is the SNR for the kth sample in the pro�le[63℄. If we let 
 = p�
, then we obtain:Prfy > 
g = Q��22(�)  
2�2N ! (5.18)Using Equations (5.13) and (5.14), then the dete
tion performan
e 
an be expressedinto: PD = Q��22(�)(�2lnPFA) (5.19)Values of PD in Equation (5.19) are determined numeri
ally as in [29℄, and the dete
-tion performan
e 
urves for various false alarm rates are plotted in Figure 5.8. Theprobability of dete
tion in
reases slowly with in
reasing energy-to-noise ratio, �. Thisis be
ause for the Ri
ian pdf, as �2N in
reases, there is still a high probability thatthe sample amplitudes will be small [29℄.
77
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Figure 5.8: Dete
tion Performan
e of CFAR Multipath Dete
tion for Di�erent FalseAlarm Probabilities5.4.3 Peak Amplitude and Time Delay Cal
ulationsDuring multipath dete
tion, the amplitude and delay of all the valid e
hos are re
ordedfor ea
h pro�le. The 
olle
tion of individual multipath amplitudes and delays fromall 20 trials are then used to 
al
ulate: mean and varian
e of peak amplitude, ex
essdelay and ex
ess delay spread.The sample mean and varian
e of peak amplitude are 
al
ulated respe
tively, as[49℄: P = 1L LXi=1 P (�i) (5.20)and
78



vP = 1L� 1 LXi=1(P (�i)� P )2 (5.21)where P (�i) is individual peak amplitude and L is the number of dete
ted multipaths.Ex
ess delay time is de�ned as the �rst moment of the delay pro�le relative to the�rst arrival delay (main peak) in [8℄ [56℄ and 
al
ulated as:� = PLi=1 �iP (�i)PLi=1 P (�i) � �0 (5.22)where L is the number of multipath peaks dete
ted and P (�i) is the amplitude fordelay �k. Sin
e these delays are measured relative to the main peak arriving at there
eiver, �0 
an be assumed to be zero. The rms delay spread, �� , is the square rootof the se
ond 
entral moment of the delay pro�le de�ned as [8℄ [56℄:�� = q� 2 � � 2 (5.23)where � 2 = PLi=1 � 2i P (�i)PLi=1 P (�i) (5.24)The results 
al
ulated from Equations (5.20), (5.21), (5.22) and (5.23) are tab-ulated for 
omparing di�erent 
ases of probability of false alarms and smoothingresolutions. The results and analysis are presented in the next se
tion.
5.5 Single User Multipath Dete
tionFor the analysis of multipath propagation e�e
ts of a single user in an outdoor en-vironment, transmitter A in s
enario 1 (Figure 5.1) is programmed to transmit a31-
hip PN sequen
e by itself and twenty runs are re
orded. Sin
e there are 10079



pro�les (bits) per snapshot, a total of 2000 pro�les are available for analysis.In previous se
tions, the method of hypothesis testing for multipaths dete
tion isdes
ribed. Our method has two variable parameters: the probability of false alarm(PFA) and smoothing resolution. Changing these parameter values 
an produ
e dif-ferent results, thus, three reasonable values are 
hosen for ea
h parameter to furtherinvestigate and de
ide on the most suitable parameters for our purposes. The resultsare presented in Tables 5.3-5.16.The probability of false alarms investigated are 10�2, 10�3 and 10�4. These valuesare 
hosen based on the performan
e 
urve in Figure 5.8. The energy-to-noise ratioof our pro�les is normally about 10 � 12dB, therefore a false alarm probability of10�4 is rather 
onservative as the dete
tion probability is 0:45 or less and the numberof expe
ted false alarms will be one or less with 2000 pro�les. On the other hand,a false alarm probability of 10�2 has a PD of 0:7 � 0:9 but the penalty for 
hoosinga higher PFA is that several peaks that will be falsely dete
ted among the 2000 pro�les.As the probability of false alarm in
reases, the number of dete
ted e
hoes alsoin
reases be
ause higher PFA arises from a lower threshold. Tables 5.7, 5.9 and 5.15show that for the same resolution parameter of 1/2-
hip, the number of 2nd strongestpeaks dete
ted for PFA = 10�4 is 477 and jumps to 700 and 967 for PFA = 10�3 and10�2, respe
tively. Also, the mean peak amplitudes are lower and rms delay spreadsare higher for 2nd peaks in Table 5.8 
omparing to 5.10 and 5.16. The mean ampli-tude is lower probably be
ause the threshold is set at a lower value (higher PFA).Thus, 2nd peaks with lower amplitudes are being 
onsidered as valid and lowers theaverage amplitude. At the false alarm rate of 10�2, we would expe
t an average of 20false alarms with 2000 pro�les (10�2 x 2000). The false alarms 
an be a 
ontributingfa
tor to why the 2nd peak delay spread of 1:37
hips in Table 5.8 is mu
h higher than80



0:38
hips and 0:26
hips in Table 5.10 and 5.16, respe
tively. Sin
e the false alarmsare noise peaks, their respe
tive time delays have greater varian
e than the ones fortrue peaks. A similar trend is also found at di�erent smoothing resolutions: 1/5-
hipresolution are given in Tables 5.4 and 5.6, and 1-
hip resolution in Tables 5.12 and5.14. Sin
e a false alarm probability of 10�4 is too 
onservative and 10�2 allows toomany false peaks, we 
on
lude that we should 
hoose the false alarm probability pa-rameter for our testing as PFA = 10�3.Three di�erent values of smoothing resolution are tested: 1/5-
hip, 1/2-
hip and1-
hip. Sin
e one-�fth of a 
hip is our A/D sampling resolution, the region of sup-port of �1=5
hip provides only 
oarse averaging. The region of support of �1
hipis two times the minimum resolvable multipath delay of 1 
hip period [48℄ [75℄ andit provides too mu
h smoothing. As for 1/2-
hip resolution, the region of support isequal to 1 
hip (�1=2
hip). The 1/2-
hip resolution is a reasonable value be
ause theregion of support for 1-
hip resolution is too long and may 
ombine two resolvablepeaks by averaging over the interval of 2 
hips, whereas 1/5-
hip resolution is tooshort to remove noisy peaks.In Tables 5.3, 5.7 and 5.11, the number of dete
ted multipaths de
reases as reso-lution 
hanges from 1/5-
hip, 1/2-
hip and to 1-
hip for a 
onstant false alarm proba-bility, mainly be
ause the smoothing operation removes more noisy peaks with longerregion of support. Also an interesting e�e
t of smoothing is the e�e
t on the peakamplitudes. The mean peak amplitudes are similar for 1/5- and 1/2-
hip resolutionin Tables 5.4 and 5.8, but the amplitude range of the delay pro�le is being 
ompressedwhen the region of support is longer as in the 1-
hip resolution in Table 5.12. Therelative peak amplitudes in Table 5.12 are higher, meaning that the multipath peaksare 
loser to the main peak's amplitude. Sin
e the duration of peaks and valleys in adelay pro�le is usually less than 2 
hips, averaging samples over an interval of 2 
hipswill lower peak amplitudes while raising the valleys. Sin
e a smoothing resolution of81



1/5-
hip is too 
oarse and 1-
hip removes too many peaks in
luding those that arevalid, so, 1/2-
hip smoothing resolution is suitable for our analysis.
Peak Number of O

urren
e1st 20002nd 11303rd 4294th 148Table 5.3: Number of Multipaths Dete
ted: PFA = 10�2, resolution = 1/5-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 11.40 - -2nd -6.53 2.04 2.69 0.883rd -7.45 2.60 6.17 4.414th -8.14 3.36 10.42 6.35Table 5.4: Amplitudes and Delays of Multipaths: PFA = 10�2, resolution = 1/5-
hipPeak Number of O

urren
e1st 20002nd 8013rd 1754th 29Table 5.5: Number of Multipaths Dete
ted: PFA = 10�3, resolution = 1/5-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 11.40 - -2nd -6.26 2.19 2.55 0.443rd -6.94 2.75 6.79 4.704th -6.19 3.77 9.15 4.48Table 5.6: Amplitudes and Delays of Multipaths: PFA = 10�3, resolution = 1/5-
hip82



Peak Number of O

urren
e1st 20002nd 9673rd 3274th 57Table 5.7: Number of Multipaths Dete
ted: PFA = 10�2, resolution = 1/2-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 10.84 - -2nd -5.91 1.91 2.56 1.373rd -7.08 2.14 7.23 4.974th -7.54 4.07 9.64 5.95Table 5.8: Amplitudes and Delays of Multipaths: PFA = 10�2, resolution = 1/2-
hipPeak Number of O

urren
e1st 20002nd 7003rd 1244th 7Table 5.9: Number of Multipaths Dete
ted: PFA = 10�3, resolution = 1/2-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 10.84 - -2nd -5.67 1.90 2.35 0.383rd -6.50 2.50 8.23 5.104th -5.45 5.78 5.81 4.48Table 5.10: Amplitudes and Delays of Multipaths: PFA = 10�3, resolution = 1/2-
hipPeak Number of O

urren
e1st 20002nd 5503rd 914th 0Table 5.11: Number of Multipaths Dete
ted: PFA = 10�2, resolution = 1-
hip83



Peak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 12.37 - -2nd -2.45 2.44 2.37 2.943rd -3.48 2.00 11.92 4.814th - - - -Table 5.12: Amplitudes and Delays of Multipaths: PFA = 10�2, resolution = 1-
hipPeak Number of O

urren
e1st 20002nd 3193rd 194th 0Table 5.13: Number of Multipaths Dete
ted: PFA = 10�3, resolution = 1-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 12.37 - -2nd -1.69 1.71 1.81 0.323rd -2.11 1.05 11.14 2.834th - - - -Table 5.14: Amplitudes and Delays of Multipaths: PFA = 10�3, resolution = 1-
hipPeak Number of O

urren
e1st 20002nd 4773rd 474th 2Table 5.15: Number of Multipaths Dete
ted: PFA = 10�4, resolution = 1/2-
hipPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 10.84 - -2nd -5.26 1.60 2.29 0.263rd -6.17 2.54 5.92 3.944th -2.70 4.00 2.46 1.16Table 5.16: Amplitudes and Delays of Multipaths: PFA = 10�4, resolution = 1/2-
hip84



5.6 Multiple-User Multipath Dete
tionIn a CDMA 
ellular system the undesired users (interferen
es), after despreading atthe re
eiver, appear as noise to the desired user [19℄ [35℄. This assumption is based onthe 
ross-
orrelation 
hara
teristi
s of PN sequen
es assigned to di�erent users [52℄.If the experiment in Se
tion 5.5 is repeated again with multiple users, the noise levelof delay pro�les is expe
ted to be higher after despreading [35℄. The experiment inSe
tion 5.5 is repeated here with multiple transmitters. Twenty trials are re
ordedfor the 
ase where three TXs A, B and C are transmitting. Assuming that TX A isthe desired user, the delay pro�les are generated by despreading the re
eived signalwith TX A's 
ode using the sliding 
orrelator method des
ribed in Se
tion 5.4.Typi
al pro�les from the multiple-user s
enario is shown in Figure 5.9. The noiselevel in these pro�les is higher than the single-user 
ase as shown in Figure 5.6. Infa
t, we 
al
ulated that the average noise level of all delay pro�les with multiple usersis 33:8dB, whi
h is 4:53dB higher than the single-user pro�les.Sin
e the noise level is higher in the multiple-user s
enario, the threshold for mul-tipath dete
tion must also set higher in order to keep the same false alarm probabilityas suggested by Equation (5.13). Given that the transmitting power is the same asin the single-user s
enario, the in
rease in threshold level means that the probabilityof dete
tion is lower as the energy-to-noise ratio is redu
ed. The probability of dete
-tion, PD in (5.19) and Figure 5.8 indi
ates that PD is lower when the energy-to-noiseratio is redu
ed. Thus we expe
t the number of multipaths dete
ted to be fewer withmultiple users.Using the CFAR dete
tion s
heme des
ribed earlier, the pro�les from all twentytrials are analyzed. At �rst glan
e, the multipath statisti
s obtained have high meanand varian
es for both amplitude and delay statisti
s. The results from ea
h trial are85
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Figure 5.9: Typi
al Delay Pro�le of Multiple Usersthen analyzed separately and found that Trial #2 is the root of the problem. The2nd peak amplitudes dete
ted for that parti
ular trial are between 3 to 5dB (about40 dete
ted peaks), whi
h is not expe
ted be
ause the main peaks should always behigher. Inspe
ting the delay pro�les of Trial #2 in Figure 5.10 yields some interest-ing insights. The �rst 5000-6000 thousand samples in the delay pro�le are very noisyand the main peaks are missing (see bottom plot). The reason for those erroneousresults is that the initial PN sequen
e a
quisition algorithm 
annot �nd a main peakto provide proper tra
king of the PN sequen
e. Our a
quisition algorithm is designedto sear
h for a valid main peak within the �rst 1000 samples. Thus, when a mainpeak is absent at the beginning of the trial, the algorithm falsely tra
ks the wrongpeak. The high 2nd peak amplitudes dete
ted from this trial are a
tually the mainpeaks starting from about 8000 samples and beyond.
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Figure 5.10: Delay Pro�le of Multiple Users with Fading e�e
tsAs mentioned in [22℄, a short sear
h interval for a
quisition in a multipath 
hannel
an lead to a total miss of a 
orre
t 
ode phase. To 
orre
t the tra
king problem de-s
ribed above requires to design a more advan
e algorithm whi
h in
ludes out-of-lo
kdete
tion and re-a
quisition pro
edures [59℄ and is out of the s
ope of this thesis. Sin
ethere is only one trial that 
reates the errors, the multipath dete
tion is performedfor the multiple-user s
enario ex
luding Trial #2. The PFA of 10�3 and smoothingresolution of 1/2-
hip are used in the dete
tion, and the results are summarized inTables 5.17 and 5.18. The number of dete
ted 2nd and 3rd peaks are fewer 
omparingto Table 5.9 be
ause of the higher thresholds required with multiple users. The meanamplitudes and delays are similar ex
ept for delay spread. The delay spread of 2ndpeak with three users is 2.94 
hips while it is only 0.38 
hips in the single user 
ase(Table 5.10). Two out of 50 dete
ted 2nd peaks in Table 5.17 have delays 
lose to 13
hips whi
h are not expe
ted, based on the experimental environment and TX-RX87



Peak Number of O

urren
e1st 19002nd 503rd 34th 0Table 5.17: Number of Multipaths Dete
ted: 3 usersPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 6.11 - -2nd -7.60 1.01 2.81 2.053rd -8.34 1.81 2.66 0.364th - - - -Table 5.18: Amplitudes and Delays of Multipaths: 3 usersseparation distan
e. These two peaks with long delay are more likely 
aused by falsealarms than by a tra
king problem be
ause a tra
king problem tends to 
reate mul-tiple errors 
onse
utively as dis
ussed above. Ex
luding these two data points themean delay and delay spread be
ome 2.42 
hips and 0.40 
hips respe
tively, whi
hrepla
e the third row of Table 5.18. These results are very similar to those found inthe third row of Table 5.10. Thus, the large delay spread of the 2nd peak (2.05 
hips)is likely a result of two false alarms.
5.7 Time Variation of Delay Pro�lesThe multipath dete
tion results presented in the last two se
tions are statisti
al aver-ages gathered from twenty experimental trials. Although the varian
e of peak ampli-tude and delay spread give some indi
ation of the level of variation about their mean,little information 
an be summarized on the 
onsisten
y of 
onse
utive delay pro�lesre
orded in time. The variation of 
onse
utive delay pro�les serves as useful informa-tion sin
e it is related to the stability of the operating environment and 
hannel.88



To study the variation of delay pro�les, 
onse
utive pro�les within a snapshot areaveraged as follows: yavg(n) = 1Nw NwXi=1 yi(n) (5.25)where yi is individual delay pro�le, Nw is the window size for averaging. The valuesof window sizes used are 1, 5, 10, 25, 50 and 100 bits. A window size of 1 bit is sameas no averaging, whereas window size of 100 bits is equivalent to an average of allpro�les within a snapshot.Two methods are employed to 
hara
terize delay pro�le variations: (1) the 
orre-lation 
oeÆ
ient between pro�les is generated using di�erent window sizes, and (2)multipath statisti
s of averaged pro�les are generated. The �rst method 
omparesaveraged pro�les from di�erent window sizes and give indi
ations of pro�le stabilitywithin a trial and a
ross separate trials. Applying the multipath dete
tion pro
edureto averaged pro�les allows us to 
ompare the stability of multipath amplitudes anddelays to those with no averaging presented earlier.
5.7.1 Delay Pro�le CorrelationsTo illustrate the variation of delay pro�les between di�erent trials, two samples areshown in Figures 5.11 and 5.12. These two plots show 
onse
utive pro�les of thesnapshots where ea
h snapshot 
ontains about 100 pro�les (or bits). The plot ofTrial #1 stays rather 
onstant throughout, but Trial #14 varies, espe
ially withinthe �rst 50 pro�les.
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Figure 5.11: Colle
tion of delay pro�les for Trial #1To quantify these variations, the 
orrelation 
oeÆ
ient, r, between the �rst pro�leof ea
h snapshot and all other window sizes are 
al
ulated as in [49℄:r = C�y1�ya (5.26)and C = E(y1 � �y1)(ya � �ya) (5.27)where �y1 ; �y1 and �ya; �ya are means and standard deviations of the �rst and aver-aged pro�le, respe
tively. The results are tabulated in Table 5.19. The values of ea
h
olumn are the 
orrelations between the �rst pro�le and the average pro�le with the
orresponding window size for all twenty trials. Most of the 
orrelations are greaterthan 0:9 be
ause of the similarity of the large main peaks for all delay pro�les. Even90
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Delay Profiles of Scenario 1: Trail #14

Figure 5.12: Colle
tion of delay pro�les for Trial #14though the lower peaks are varying throughout the snapshot, the 
orrelation valuestend to remain high due to the main peaks.Referring ba
k to the examples of Trial #1 and #14, averaged pro�les are plottedon the same axis to illustrate the di�eren
e between stable and varying snapshots.Trial #1 is illustrated in Figure 5.13 where the average pro�le of 100 bits 
loselyresembles the �rst pro�le. These two pro�les have a 
orrelation value of 0.9943 andother 
orrelations with smaller window sizes in Trial #1 (Table 5.19) have similar val-ues. In 
ontrast, the plot Trial #14 in Figure 5.14 illustrates large variations betweenaveraged pro�les with di�erent window sizes. All four averaged pro�les are dissimilarex
ept for the time interval near the main peak. Thus their 
orrelation values arelower 
omparing to those of Trial #1.
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1st Pro�le Average Pro�le's window size (bits)of Trial # 5 10 25 50 1001 0.9976 0.9961 0.9952 0.9947 0.99432 0.9984 0.9973 0.9973 0.9969 0.99673 0.9585 0.9529 0.9522 0.9486 0.93504 0.9952 0.9958 0.9958 0.9958 0.99515 0.9964 0.9965 0.9962 0.9962 0.99636 0.9716 0.9730 0.9729 0.9698 0.96917 0.9990 0.9990 0.9998 0.9987 0.99868 0.9672 0.9683 0.9675 0.9659 0.96469 0.9236 0.9217 0.9244 0.9246 0.923610 0.9597 0.9606 0.9614 0.9592 0.955011 0.9273 0.9281 0.9172 0.9060 0.907112 0.9945 0.9949 0.9956 0.9953 0.995113 0.9970 0.9947 0.9937 0.9906 0.978414 0.9451 0.9355 0.9053 0.9069 0.901715 0.8577 0.8478 0.8351 0.8142 0.779116 0.9337 0.9339 0.9303 0.9214 0.915117 0.9512 0.9513 0.9418 0.9271 0.921518 0.9906 0.9894 0.9895 0.9889 0.989419 0.9938 0.9935 0.9940 0.9939 0.993820 0.8958 0.9029 0.8710 0.8250 0.7784Table 5.19: Correlations between single and averaged pro�les
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Figure 5.13: Average delay pro�les for Trial #1An interesting 
omparison to Trial #14 is Trial #15 whi
h has the lowest 
orrela-tions out of all trials for any window sizes. If we plot the �rst 5 pro�les of Trial #14(Figure 5.15) and 
ompare it to that of Trial #15 (Figure 5.16) for further examina-tion, we noti
e that Trial #15 has more irregularities in its pro�les. This explainswhy its 
orrelation value is only at 0.8577 for a window size of 5 bits, whereas Trial#14's 
orrelation is 0.9451. Trial #20 is also similar to Trial #15.If we 
onsider 
orrelation 
oeÆ
ients of 0.97 or higher as stable, then 50% (ten)of the twenty trials are 
onsidered to be stable and the other ten are time varying.
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Figure 5.14: Average delay pro�les for Trial #145.7.2 Multipath Dete
tion of Averaged Pro�lesThe same multipath dete
tion algorithm introdu
ed in Se
tion 5.4 is applied to aver-aged pro�les. Ea
h snapshot pro�les are averaged a

ording to a parti
ular windowsize. Then, the multipaths are dete
ted under a false alarm probability of 10�3 and1/2-
hip smoothing resolution. The results are gathered and presented in Tables 5.20to 5.29. Tables 5.20 and 5.21 are identi
al to the 
ase of PFA = 10�3 and 1/2-
hipresolution with no averaging presented in Se
tion 5.5.One apparent trend is that the proportion of dete
ted 3rd and 4th multipath peaksde
reases as the window size in
reases from 1 bit to 50 bits. In fa
t, no 3rd or 4thpeak is dete
ted when 50 pro�les are averaged together as listed in Table 5.28. Onthe other hand, the proportion of 2nd peaks dete
ted remains at roughly 35-38% of94



the total number of main peaks 
al
ulated from Tables 5.20, 5.22, 5.24, 5.26 and 5.28.The stability of 2nd multipath peaks is also demonstrated in the amplitude and delaystatisti
s. The means and varian
es of the 2nd peak's amplitude and delay remainrather 
onstant for di�erent averaging windows. For example, the mean 2ndpeak am-plitudes 
u
tuates within 1 dB and mean delays are within 0.3 
hips in Tables 5.21,5.23, 5.25, 5.27 and 5.29.The investigation of delay pro�le averaging help us to understand the underlyingdynami
s of multipath 
hara
teristi
s. If delay pro�les are rather stable, then av-eraging 
onse
utive delay pro�les within a trial would hardly 
hange the multipathstatisti
s 
omparing to those with no averaging. This is true for the 
ase of 2nd mul-tipath peaks. However results also show that the o

urren
e of 3rd and 4th peaks aregreatly redu
ed, meaning the dynami
s of lower and less frequent peaks are removedfrom averaging. Therefore, we 
on
lude that 3rd and 4th peaks are more dynami
.
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Figure 5.15: First 5 Multipath Delay Pro�les: Trial #1495
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Figure 5.16: First 5 Multipath Delay Pro�les: Trial #15
Peak Number of O

urren
e1st 20002nd 7003rd 1244th 7Table 5.20: Number of multipaths dete
ted: window = 1 bitPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 10.84 - -2nd -5.67 1.90 2.35 0.383rd -6.50 2.50 8.23 5.104th -5.45 5.78 5.81 4.48Table 5.21: Amplitudes and delays of multipaths: window = 1 bit96



Peak Number of O

urren
e1st 4002nd 1493rd 164th 0Table 5.22: Number of multipaths dete
ted: window = 5 bitsPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 11.14 - -2nd -6.36 2.15 2.51 0.383rd -7.15 2.44 4.12 0.214th - - - -Table 5.23: Amplitudes and delays of multipaths: window = 5 bitsPeak Number of O

urren
e1st 2002nd 763rd 104th 0Table 5.24: Number of multipaths dete
ted: window = 10 bitsPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 11.17 - -2nd -6.40 2.08 2.56 0.383rd -7.42 3.04 3.42 0.994th - - - -Table 5.25: Amplitudes and delays of multipaths: window = 10 bitsPeak Number of O

urren
e1st 802nd 283rd 24th 0Table 5.26: Number of multipaths dete
ted: window = 25 bits97



Peak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 11.01 - -2nd -6.50 1.98 2.51 0.343rd -7.86 0.29 3.43 0.914th - - - -Table 5.27: Amplitudes and delays of multipaths: window = 25 bitsPeak Number of O

urren
e1st 402nd 153rd 04th 0Table 5.28: Number of multipaths dete
ted: window = 50 bitsPeak Amplitude (dB) Var Mean Delay (
hips) Delay Spread1st - 10.73 - -2nd -6.38 1.43 2.48 0.233rd - - - -4th - - - -Table 5.29: Amplitudes and delays of multipaths: window = 50 bits5.8 SummaryIn this 
hapter we studied outdoor multipath 
hara
teristi
s for wideband CDMA.The setup of our �rst experiment is des
ribed. All s
enarios are illustrated in Figures5.1 to 5.4. An investigation on propagation path loss shows that the signals experi-en
e a path loss exponent of n = 2:64, similar to those in urban environment foundin [36℄.By formulating a hypothesis test problem for ea
h delay pro�le, we 
an dete
twhether multipath is present. The threshold setting is dis
ussed whi
h involves theestimation of noise varian
e in a pro�le. The dete
tion performan
e of our test is de-rived and plotted in Figure 5.8. Multipath statisti
s are gathered for both single and98



multiple-user s
enarios. The results are presented in Tables 5.9-5.10 for single userand Tables 5.17-5.18 for multiple users. We found that in a multiple-user environ-ment, the simple PN a
quisition and tra
king does not work if fading and interferen
eare severe. The study of time variation of delay pro�les indi
ates that about 50% ofthe trials are time varying within the snapshot. The multipath statisti
s of averagedpro�les for 2nd strongest peaks are rather stable in time. However, this stability doesnot hold for the weaker paths.
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Chapter 6
Array Signal Pro
essing and Beamforming
6.1 Introdu
tionAn M-element antenna array 
an provide a mean power gain of M over white noise,but its performan
e in mitigating interferen
e depends on the a
tual re
eived datain a physi
al environment as well as the design of the re
eiver's signal pro
essingalgorithm [20℄. In urban mobile environments, multipath re
e
tions or s
attering ofthe transmitted signal are re
eived by the basestation. The purpose of an antennaarray at the basestation is to provide spatial diversity gain, 
ombat multipath fadingand suppress interfering signals [2℄ [72℄.In this 
hapter, we study the spatial 
hara
teristi
s of an outdoor environmentusing our smart antenna re
eiver testbed and multiple TXs. The 
orrelation betweenantenna elements is �rst investigated. The work by [57℄ and [74℄ shows that theamount of s
attering in the environment is inversely proportional to fading 
orrela-tion of the antenna elements. By studying fading 
orrelation, we 
an determine theamount of s
attering in the experimental environment.The se
ond outdoor experiment setup is introdu
ed in Se
tion 6.3. We then study100



the stability of spatial 
hara
teristi
s using beampatterns generated from experimen-tal trials re
orded over time in Se
tion 6.4. We introdu
e a beamforming re
eiver usingsignal subspa
e pro
essing based on the work of [27℄ in Se
tion 6.5. The method ofbeamforming weight estimation is �rst dis
ussed in Se
tion 6.5, then the eigenvaluesof the pre-despreading and post-despreading 
ovarian
e matri
es are analyzed. Weattempt to estimate the DOA of signals from the ith transmitter using array responseve
tors ai obtained from the pre-despreading and post-despreading 
ovarian
e matri-
es. In the last se
tion, we quantify the SINR improvement our beamforming re
eiverover a single antenna re
eiver.
6.2 Fading Correlation between Antenna elementsThe study of fading 
orrelation provides an estimate of the amount of s
attering in theexperimental environment. Previous simulation results by [57℄ and [74℄ on s
atteringin mobile environment indi
ate the amount of angle spread or s
attering in
reases asfading 
orrelation between two antenna elements de
reases for a given antenna sep-aration. This is also true with re
eiving antenna mutual 
oupling e�e
ts 
onsideredin [74℄. The model used in their 
al
ulations assume the basestation antenna has aLOS to the mobile, with lo
al s
attering around the mobile produ
ing signals whi
harrive within a given range of angles [57℄ [74℄. In this se
tion, we examine the fading
orrelation 
al
ulated from our experimental data.
6.2.1 Cal
ulation of Correlations and ResultsIf we rewrite the re
eived signal as ri = xi + jyi, where xi is the real part of ri andyi is the imaginary part of ri for the ith antenna. The normalized fading 
orrelationbetween two antennas is then de�ned by [57℄ as:101



R = (jRx1x2j2 + jRx1y2 j2)1=2�x1�x2 (6.1)where Rx1x2 is the 
orrelation between the real parts of r1 and r2, and Rx1y2 is the
orrelation between the real part of r1 and imaginary part of r2. Using Equation(6.1), the 
orrelations between two antenna elements are 
al
ulated. Sin
e the s
at-tering model [57℄ and [74℄ used is based on a single signal sour
e, we 
al
ulate thefading 
orrelations using single TX s
enario data from our �rst outdoor experiment(see Se
tion 5.2). In order to make a fair 
omparison to their results, the antennaseparation is 1/2 �. We have three separate sets of data gathered for ea
h user A, Bor C transmitting individually in s
enario 1 of Figure 5.1.The fading 
orrelations are �rst 
al
ulated using all the trials, and then only in asubset of the trials with no multipaths present. The results are tabulated in Tables 6.1and 6.2. The lo
ation of the TXs are �60o, 0o and 60o away from normal perpendi
-ular to the broadside of the array for user A, B and C, respe
tively (Figure 5.1). Themultipath dete
tion pro
edure dis
ussed in Se
tion 5.4 is used to perform multipathdete
tion on ea
h separate trial of ea
h data set. We found that there are 9 trials foruser A, 6 trials for user B and 10 trials for user C's data for whi
h have no signif-i
ant multipaths. The fading 
orrelations in Table 6.2 are 
al
ulated from those trials.All the fading 
orrelations are 0.746 or above whi
h 
orresponds to a low s
atter-ing environment with angle spread of 200 or less, a

ording to results in [57℄ and [74℄.With the multipaths removed, we would expe
t for higher 
orrelation as is shown inTable 6.2. The 
orrelations are still statisti
ally signi�
antly below 1.0, espe
ially atDOA of 0o, so there is eviden
e of s
attering. The 
orrelation values with multipathsare unfair 
omparisons to those in [57℄ and [74℄ as their s
attering model does notin
lude resovable multipaths. However, Tables 6.1 and 6.2 show that the presen
e ofthe resolvable multipath redu
es the fading 
orrelation between antenna elements.102



Fading Dire
tion of Arrival (DOA)Correlation �60O 0O 60OMean 0.892 0.746 0.772Varian
e 0.019 0.056 0.040Table 6.1: Fading Correlation of two antennas: all trialsEnvelope Dire
tion of Arrival (DOA)Correlation �60O 0O 60OMean 0.976 0.837 0.874Varian
e 0.002 0.056 0.042Table 6.2: Fading Correlation of two antennas: trials with no multipaths
6.3 Se
ond Outdoor Experimental setupThe se
ond outdoor experiment is performed at the same lo
ation, Walter Light Hallparking lot, as the �rst experiment des
ribed in Se
tion 5.2. This experiment uti-lizes the full implementation of our testbed: four element array basestation and fourportable transmitters. The obje
tive of this experiment is to gather data from a4-element antenna array RX with multiple TXs transmitting simultaneously. Thesedata are used for analysis in beampatterns, DOA estimations and SINR improvementfrom beamforming.The setup for the 4-element array and 4 TXs experiment is shown in Figure 6.1.Four transmitters A, B, C and D are separated spatially as indi
ated in the �gure,and lo
ated at equidistant (50 feet) away from the basestation. Ea
h transmitter isassigned a spe
i�
 127-
hip PN sequen
e (or user 
ode). The 127-
hip sequen
e isused instead of 31-
hip sequen
e be
ause the SX043 IC 
an only support up to 3 user
odes for sequen
es with a length of 31 
hips [1℄.103



Figure 6.1: Outdoor experiment #2: four TXs and 4-element array
At the time of the experiment, the parking lot is almost va
ated ex
ept that thereis a 
ar lo
ated midway in the line-of-sight from TX A to basestation. Otherwise, thetesting environment is the same as dis
ussed in Se
tion 5.2. Using the setup in Figure6.1, a total of 30 snapshots are re
orded with four TXs transmitting simultaneously.

6.4 Analysis of Spatial Stability using Beampat-ternsEarly attempts to lo
alize signal sour
es using antenna array are through beam-steering te
hniques [30℄. The basi
 
on
ept is to steer the array in one dire
tion at atime and measure the output power. The DOA estimates are the steering lo
ationswhi
h result in maximum output power [30℄. The array output at time n, yB(n), is alinear 
ombination of the 
omplex-valued data (as 
onverted in Chapter 4) at the Melements [68℄: 104



yB(n) = MXi=1w�i xi(n) = wHx(n) (6.2)where � represents 
omplex 
onjugate, H is Hermitian 
omplex 
onjugate transpose,xi(n) is individual element's re
eived data and w is the M � 1 weight ve
tor. Withthe samples at the array output y(1), y(2), ..., y(ND), the output power is measuredby [41℄: PB(w) = NDXn=1 jyB(n)j2 = NDXn=1 jwHx(n)j2 (6.3)6.4.1 Beampatterns of Experiment S
enariosIn order to analyze the stability of spatial signatures in the outdoor environment, welet weight ve
tors as w(�) = a(�), where a(�) is the array response ve
tor 
orrespondsto the ULA of our testbed in Equation (2.1). By varying � over �80o to +80o rangefor w(�) in Equation (6.3) and 
al
ulating PB(w(�)) for all angles, a beampattern is
reated [68℄. A beampattern is the array output power as a fun
tion of steering an-gles. The lo
ation of the peak in PB(w(�)) is the DOA estimate of the in
oming signal.The beampattens of all the trials generated from re
eived data are plotted on thesame axis. If the beampatterns of all the trials are similar, i.e. if the plots are aligned,then the spatial signature is stable. The beampatterns for the s
enario in Figure 6.1are plotted in Figure 6.2. Sin
e all four TXs from di�erent dire
tions are transmittingsimultaneously, we would expe
t higher peaks in the beampattern at several DOAsas seen in Figure 6.2.If the re
eived data is despread with the PN 
ode of user i, then x(n) in Equation(6.2) is repla
ed with the despread sequen
e ybi(n) and beampatterns are generatedfor ea
h user 
orresponding to the strongest path. The beampatterns of despread105
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Figure 6.2: Beampattern of Outdoor Experiment #2: S
enario 1outputs, ybi(n) for users A, B, C and D are shown in Figures 6.3 to 6.6, respe
tively.The beampatterns for user B and D have strong peaks around DOA of 0o and thebeampatterns vary relatively less from trial to trial. This suggests the DOAs of thestrongest path for user B and D are rather stable. On the 
ontrary, Figures 6.3 and6.5 show varying beampatterns throughout di�erent trials, hen
e, they suggest thatthe strongest paths arrive at the antenna array with various angles for user A and C.The beampatterns in Figures 6.3 to 6.6 demonstrated that even if transmitters arestationary, other fa
tors in the environment su
h as 
ars, human bypassers, buildingand ba
kyard fen
es 
an 
ause variations in the beampattern. This observation pro-vides insights on our beamforming results dis
ussed in the next se
tion.
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Figure 6.3: Beampatterns of despread sequen
es: User A
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Figure 6.4: Beampatterns of despread sequen
es: User B107
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Figure 6.5: Beampatterns of despread sequen
es: User C

−80 −60 −40 −20 0 20 40 60 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Beampatterns of TX D

DOA in degrees (expected DOA: 60o)

N
or

m
al

iz
ed

 r
ec

ei
ve

d 
po

w
er

Figure 6.6: Beampatterns of despread sequen
es: User D108



6.5 Beamforming Re
eiver using Signal Subspa
ePro
essingThe re
eived signal model used for beamforming analysis in this se
tion is based onthe work of Karimi and Blostein [27℄ [28℄. In fa
t the model is the same as in [27℄ex
ept that the PN 
ode, ~
(n) = 
I(n) + j
Q(n), in our re
eiver is 
omplex insteadof s
alar. The equations for beamforming weight estimation and SINR 
al
ulationsdis
ussed in this se
tion are also derived following the steps outlined in [27℄. The useof 
omplex PN 
ode sequen
e in our derivations yields equations that are only di�erby 
onstant fa
tors. Therefore details of the derivation are omitted with referen
eto [27℄ and [28℄ and any di�eren
es are point out as ne
essary throughout this se
tion.
6.5.1 Beamforming Re
eiverIn the 4-element basestation re
eiving array and four TXs des
ribed in Se
tion 6.3,the overall re
eived signal using 
omplex bandpass representation 
an be written asfollows [27℄: x(n) = (x1(n); x2(n); :::; xM(n))T (6.4)= NXi=1q2Piaisi(n� �i)ej�i + v(n) (6.5)where Pi is the total re
eived power from user i of all elements, ai represents the arrayresponse ve
tor, si(n) = ~
i(n) is the PN 
ode assigned to user i, M is the number ofantenna element and N is the number of users. The time and phase shifts for the ithuser are given by �i and �i respe
tively. The thermal noise ve
tor is given by v(n),and 
an also be written as:v(n) = (v(1)(n); v(2)(n); :::; v(M)(n))T (6.6)109



Figure 6.7: Beamforming Re
eiver for the Desired Userwhere v(1)(n) to v(M)(n) represent independent white Gaussian noise terms with zeromeans for all elements. Sin
e E(v(n)) = 0, the 
ovarian
e matrix of v(n) is given byE(v(n)v�(n)) = 2NoIM (6.7)where No is the noise spe
tral density and IM is the M �M identity matrix. Theoptimum beamforming re
eiver is shown in Figure 6.7. The re
eived signal x(n) is�rst despread with the desired user's sequen
e ~
i(n) and then it is multiplied by theM�1 
omplex beamforming weight ve
tor wi, where wi = [wi1 wi2:::wiM ℄T . The PN
ode for user i has a period of Tb and a 
hip duration T
. The 
ross-
orrelation of thePN 
odes is given as E(~
i(n� �i)~
j(n)) = 0 for i 6= j (6.8)and the auto
orrelation is di�er by a fa
tor of 2 to the s
aler 
ase used in [27℄, i.e.,E(~
i(n)~
�i (n)) = 2. Without loss of generality, we assume the desired user is i = 1,110



and �1 and �1 are assumed to be zero. Then from (6.5) 
an be written as
x(n) = q2P1~
1(n)a1 + NXi=2q2Piai~
i(n� �i)ej�i + v(n) (6.9)The input ve
tor to user 1's beamforming network y1 = (y11; y12; :::; y1M)T is given byy1 = 1Tb TbXn=1x(n)~
1(n) (6.10)Combining (6.9) and (6.10), it 
an be shown that y1 
an be expressed as [27℄:y1 = 2q2P1a1 + NXi=2 1Tb TbXn=1q2Pi~
i(n� �i)~
1(n)aiej�i (6.11)+ 1Tb T bXn=1v(n)~
1(n)= 2q2P1a1 +NI (6.12)where NI represents the multiple a

ess interferen
e (MAI) and thermal noise terms.As seen from Figure 6.7, beamformer weights are applied after the signal is despread[27℄. The beamformer's output, yB1 , 
an be written asyB1 = wH1 y1 (6.13)= 2q2P1wH1 a1 +wH1 NI (6.14)using Equation (6.11). The SINR is then determined asSINR = Ej2p2P1wH1 a1j2EjwH1 NIj2 = 8P1jwH1 a1j2wH1 RNIw1 (6.15)
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where RNI is the 
ovarian
e matrix of the 
ombined noise-interferen
e term NI givenby RNI = E(NINIH) (6.16)In order to implement beamforming, the re
eiver should be able to estimate thearray response ve
tor of the desired signal a1, the noise-interferen
e 
ovarian
e ma-trix, RNI, and the re
eived power of the desired user, P1 [27℄. In Se
tion 6.5.2, thealgorithm introdu
ed in [27℄ is used to determine these variables. However in [27℄ there
eived power P1 is assumed known, whereas in our system P1 is unknown and mustbe estimated as suggested in [28℄.
6.5.2 Estimating Beamforming WeightsThe pre-despreading and post-despreading signal 
ovarian
e matri
es in the re
eiverare used to estimate the array response ve
tors ai, noise-interferen
e 
ovarian
e ma-tri
esNI, and the re
eived powers Pi. From (6.7), (6.8) and (6.9), and sin
e E[x℄ = 0,the pre-despreading matrix 
an be shown to be [27℄:Rxx = E[xxH℄ (6.17)= 2 2P1a1aH1 + NXi=2 2PiaiaHi +NoIM! (6.18)where PN 
hips and noise samples are independent. From Equation (6.11) and sin
eE[y1℄ = 0, the post-despreading matrix Ry1y1 for the desired user i = 1 
an also beshown to be [27℄:Ry1y1 = E[y1yH1 ℄ (6.19)= 2 4P1a1aH1 + 4T
3Tb NXi=2 2PiaiaHi + 2TbNoIM! (6.20)112



where the varian
e of multiple a

ess interferen
e (MAI) is derived using methodin [27℄ where the PN 
hip waveforms are assumed re
tangular. It 
an be shownE(MAI2) is equal to E(MAI2) = 4T
3Tb NXi=2 2PijwH1 aij2 (6.21)at the beamformer's output, and the MAI term in (6.20) is derived using (6.21).Sin
e adequate data is available to obtain estimates for the 
ovarian
e matri
es,Rxx and Ry1y1 in (6.18) and (6.20) 
an be 
ombined in the following to remove theMAI terms: R̂SN = TbR̂y1y1 � 43T
R̂xx (6.22)= 2P1a1aH1 (2Tb � 43T
) + 2No(1� 23T
)IM (6.23)where R̂y1y1 and R̂xx are the estimated 
ovarian
e matri
es from measurement data.For simpli
ity, Equation 6.23 
an rewrite asR̂SN = B+ kIM (6.24)and B = 2P1a1aH1 (2Tb � 43T
) and k = 2No(1 � 23T
). Where B is a rank 1 matrixwith eigenve
tor e1 = a1 and eigenvalued1 = 2P1(2Tb � 43T
): (6.25)It is shown in [27℄ that the eigenve
tors resulted from the eigen-de
ompositionsof R̂SN and B are the same. Hen
e by estimating the eigenve
tor and eigenvalueof R̂SN, the eigenve
tor and eigenvalue of 2P1a1aH1 (2Tb � 43T
) 
an be obtained [27℄.Then, Equation (6.23) 
an be estimated by the following approximation:R̂SN = TBR̂y1y1 � 43T
R̂xx = MXi=1 �ieieHi � �1e1eH1 (6.26)113



where �1 is the largest eigenvalue and e1 = a1 is the 
orresponding eigenve
tor. Sin
e�1 = d1 + k with k from (6.24) and d1 from (6.25), the re
eived power P1 of theM-elements 
an be estimated as suggested by [28℄:P1 = �1 � k2(2Tb � 43T
) (6.27)= �1 � 2No(1� 23T
)2(2Tb � 43T
) (6.28)where k is estimated as the average of the three smallest eigenvalues �2, �3 and �4.The post-despreading interferen
e-noise 
ovarian
e matrix RNI is 
al
ulated from(6.20) as RNI = Ry1y1 � 8P1a1aH1 (6.29)Sin
e we 
an estimate a1, P1 and RNI from Equations (6.26), (6.28) and (6.29),the beamforming weights w1 and SINR of our experimental data 
an be 
al
ulatedfor analysis in Se
tion 6.6. An alternative for estimation of P1 is to assume the noisedensity, No as the noise 
oor of the re
eiver 
hain, and then 
al
ulate P1 using sub-stituting No into (6.28). This approa
h is also used in Se
tion 6.6 as a 
omparisonfor the estimation of k and P1 in (6.27).
6.5.3 Eigenvalues Analysis and ResultsIf we solve for the eigenvalues of the pre-despreading and post-despreading sample
ovarian
e matri
es des
ribed in the previous se
tion and arrange them in as
endingorder, we would expe
t that the eigenvalues of R̂xx will be 
loser in magnitude thanthose of R̂SN be
ause the desired signal in R̂SN has bene�t from a gain through de-spreading. 114



The eigenvalues of the pre-despreading 
ovarian
e matri
es are obtained from theeigen-de
omposition of R̂xx [30℄:R̂xx = 1ND NDXn=1x(n)xH(n) = MXi=1 �iuiuHi (6.30)where ND is the number of samples points, M is the number of array elements, �i arethe eigenvalues of R̂xx. The eigenvalues 
al
ulated from the pre-despreading sample
ovarian
e matrix is tabulated in Table 6.3. We observe that �1 for all trials is abouttwi
e to ten times larger than �2, suggesting there is a dire
tion whi
h the re
eivedsignal is slightly stronger in ea
h trial. Sin
e the values of �4, �3 and �2 are not signi�-
antly smaller than �1, we 
on
lude that the 
ombined e�e
t of noise and interferen
eare 
aptured in those three smallest eigenvalues.The eigenvalues of post-despreading sample 
ovarian
e matri
es, R̂SN, in Equa-tion (6.26) are 
al
ulated for all users by despreading with their 
orresponding PN
ode. The results are tabulated, again in as
ending order, in Tables 6.4 to 6.7 forusers A to D, respe
tively. The largest eigenvalues �1 of user B, C and D are about2 orders of magnitude stronger than the three smallest ones in most trials. However,the se
ond largest eigenvalues �2 of user A are only an order of magnitude smallerthan �1 in about half of the trials. This 
an be explained by the fa
t that TX Ahas an obsta
le in its line-of-sight to the basestation. In addition, �2 is relativelyhigher for user A probably be
ause signals from TX A experien
e more multipaths
reated by the obsta
le and surrounding environment. In general, the three smallesteigenvalues are mu
h smaller than �1 for R̂SN. This indi
ates that the subtra
tion ofthe two 
ovarian
e matri
es in (6.23) is su

essful in removing MAI for most 
ases.This justi�es the estimation of noise term k = 2No(1 � 23T
) in Equation (6.24) bythe average value of �2, �3 and �4.
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Eigenvalues Eigenvalues in as
ending order (x 106)of Trial # �4 �3 �2 �11 0.1018 0.6157 1.1440 2.30392 0.2466 0.5209 0.6667 2.66673 0.2206 0.6314 0.8704 1.82284 0.1522 0.4998 1.0095 3.22715 0.1546 0.4320 1.0546 3.18396 0.0473 0.1798 0.3873 3.61397 0.0076 0.1524 0.8311 2.10338 0.0473 0.2846 0.5610 3.72509 0.0776 0.2711 0.4667 3.258610 0.2530 0.4176 0.6060 2.411411 0.1636 0.3155 0.4830 3.013912 0.2481 0.4522 0.6297 2.868913 0.0281 0.1299 1.0833 2.524114 0.1309 0.3653 0.7646 2.372715 0.0566 0.2387 0.4928 3.562716 0.1154 0.2178 0.9987 2.065517 0.1462 0.5342 0.9041 2.821218 0.1017 0.1537 0.3535 3.557919 0.0834 0.2581 0.5392 2.646720 0.0375 0.1257 0.4439 3.215621 0.0689 0.3345 0.4748 2.351922 0.1020 0.3736 0.5401 2.215223 0.1104 0.1585 0.3892 3.260824 0.0877 0.1379 0.5360 2.382425 0.0815 0.2073 0.4680 3.272226 0.0277 0.2480 0.3232 3.617227 0.1063 0.3258 0.5237 2.333428 0.0744 0.1460 0.5177 2.629329 0.0725 0.1264 0.3787 3.468230 0.0597 0.3342 0.5381 2.2635Table 6.3: Eigenvalues of Pre-despreading Covarian
e Matri
es
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Eigenvalues Eigenvalues in as
ending order (x 108)of Trial # �4 �3 �2 �11 0.0019 0.0382 0.0983 2.70172 0.0013 0.0211 0.1079 2.78993 0.0042 0.0287 0.0886 2.29124 0.0130 0.0293 0.0975 1.85815 0.0032 0.0325 0.1614 2.13766 0.0002 0.0157 0.0278 2.98307 0.0024 0.0044 0.0993 2.24478 0.0017 0.0210 0.0821 2.17789 0.0014 0.0147 0.1430 2.341110 0.0138 0.0297 0.0802 2.159211 0.0120 0.0151 0.1357 2.218412 0.0122 0.0150 0.1067 1.910713 0.0010 0.0087 0.0951 2.365514 0.0175 0.0319 0.0927 2.227015 0.0035 0.0140 0.0387 2.872816 0.0067 0.0299 0.0582 2.881717 0.0046 0.0276 0.0809 2.666318 0.0006 0.0101 0.1542 1.921319 0.0067 0.0129 0.1460 2.382520 0.0011 0.0063 0.0488 1.807221 0.0022 0.0146 0.1282 1.722622 0.0037 0.0195 0.0384 2.062223 0.0033 0.0111 0.1342 2.359624 0.0050 0.0101 0.0348 1.781825 0.0090 0.0093 0.1062 2.861626 0.0040 0.0328 0.0655 2.589227 0.0062 0.0168 0.0220 1.403028 0.0055 0.0115 0.1370 2.262729 0.0057 0.0118 0.1725 2.492430 0.0110 0.0234 0.0877 1.8126Table 6.4: Eigenvalues of Covarian
e matri
es with despreading of User A
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Eigenvalues Eigenvalues in as
ending order (x 109)of Trial # �4 �3 �2 �11 0.0005 0.0041 0.0075 2.01332 0.0006 0.0033 0.0046 1.03433 0.0013 0.0026 0.0078 0.21964 0.0004 0.0035 0.0046 1.66615 0.0015 0.0050 0.0142 1.56566 0.0003 0.0020 0.0021 2.35037 0.0007 0.0035 0.0052 1.40228 0.0002 0.0008 0.0191 2.42759 0.0027 0.0033 0.0078 1.885310 0.0011 0.0026 0.0085 0.657811 0.0006 0.0010 0.0034 1.625612 0.0018 0.0025 0.0053 1.136613 0.0001 0.0034 0.0080 1.955914 0.0004 0.0034 0.0049 2.093815 0.0006 0.0013 0.0040 1.973116 0.0001 0.0005 0.0041 1.741117 0.0014 0.0034 0.0056 2.334518 0.0006 0.0010 0.0023 2.599119 0.0009 0.0020 0.0050 1.140820 0.0001 0.0020 0.0027 1.809021 0.0010 0.0016 0.0049 0.752722 0.0006 0.0018 0.0053 0.628723 0.0009 0.0012 0.0023 2.465224 0.0004 0.0010 0.0042 1.070725 0.0009 0.0020 0.0047 1.928326 0.0002 0.0012 0.0014 2.193727 0.0011 0.0012 0.0064 0.762328 0.0002 0.0018 0.0044 1.270729 0.0004 0.0006 0.0032 2.138530 0.0014 0.0015 0.0110 0.5301Table 6.5: Eigenvalues of Covarian
e matri
es with despreading of User B
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Eigenvalues Eigenvalues in as
ending order (x 109)of Trial # �4 �3 �2 �11 0.0020 0.0027 0.0066 1.05122 0.0009 0.0021 0.0114 0.37223 0.0029 0.0033 0.0068 0.98244 0.0003 0.0010 0.0050 0.33535 0.0004 0.0006 0.0025 0.42216 0.0007 0.0007 0.0085 0.23667 0.0003 0.0021 0.0087 0.30868 0.0001 0.0027 0.0067 0.25749 0.0004 0.0016 0.0051 0.282310 0.0008 0.0026 0.0082 0.662911 0.0002 0.0019 0.0159 0.385512 0.0008 0.0026 0.0134 0.496313 0.0001 0.0008 0.0124 0.665914 0.0019 0.0022 0.0103 0.562315 0.0001 0.0012 0.0116 0.266916 0.0003 0.0022 0.0089 0.731917 0.0009 0.0020 0.0146 0.598918 0.0002 0.0011 0.0160 0.347319 0.0004 0.0021 0.0066 0.301620 0.0004 0.0037 0.0069 0.211721 0.0003 0.0022 0.0072 0.387322 0.0001 0.0015 0.0051 0.560023 0.0008 0.0009 0.0121 0.328624 0.0003 0.0025 0.0060 0.327125 0.0000 0.0022 0.0057 0.401426 0.0002 0.0009 0.0048 0.361827 0.0005 0.0021 0.0126 0.398528 0.0007 0.0013 0.0110 0.327429 0.0003 0.0018 0.0066 0.330530 0.0004 0.0022 0.0102 0.3987Table 6.6: Eigenvalues of Covarian
e matri
es with despreading of User C
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Eigenvalues Eigenvalues in as
ending order (x 109)of Trial # �4 �3 �2 �11 0.0003 0.0035 0.0079 0.73332 0.0018 0.0021 0.0134 1.95193 0.0020 0.0029 0.0035 1.48414 0.0044 0.0047 0.0144 2.12995 0.0025 0.0033 0.0139 2.13206 0.0017 0.0023 0.0088 1.46297 0.0006 0.0016 0.0021 1.19298 0.0017 0.0030 0.0113 2.06919 0.0024 0.0039 0.0091 1.856210 0.0009 0.0030 0.0151 2.104711 0.0001 0.0021 0.0148 2.046812 0.0006 0.0006 0.0027 2.164613 0.0001 0.0051 0.0064 1.354914 0.0024 0.0028 0.0042 0.755715 0.0018 0.0033 0.0102 2.251016 0.0009 0.0042 0.0061 0.742117 0.0005 0.0021 0.0075 1.262618 0.0003 0.0010 0.0027 1.199619 0.0004 0.0007 0.0165 2.313420 0.0005 0.0050 0.0164 1.991321 0.0004 0.0025 0.0163 2.188822 0.0005 0.0023 0.0027 2.202623 0.0001 0.0028 0.0092 0.984824 0.0005 0.0017 0.0087 1.772125 0.0008 0.0037 0.0169 2.500726 0.0013 0.0052 0.0117 1.908927 0.0002 0.0020 0.0177 2.103728 0.0005 0.0015 0.0104 1.813729 0.0006 0.0008 0.0170 2.480830 0.0002 0.0014 0.0108 2.2639Table 6.7: Eigenvalues of Covarian
e matri
es with despreading of User D
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6.5.4 DOA estimationIn Se
tion 6.5.2 the array response ve
tor, ai, is estimated as the eigenve
tor 
orre-sponds to the largest eigenvalue of signal and noise 
ovarian
e matrix R̂SN. In thisse
tion, we attempt to estimate the dire
tion-of-arrival (DOA) of the desired signalbased on the ai estimate. Even though the signal subspa
e beamforming methodintrodu
ed in Se
tion 6.5.2 does not require the knowledge of DOA, our motivationin this se
tion is to explore the possibility of DOA estimation from ai whi
h may beuseful in other appli
ations.The array response of a 4-element ULA is given by (2.1) in Chapter 2 asai(�) = h1 e�j2�d sin �=� e�j4�d sin �=� e�j6�d sin �=�iT (6.31)From the ai estimate, DOA is 
al
ulated by solving for � in (6.31) for user i sin
ed and � are also known. As we have seen from Figures 6.3 to 6.6, the beampatterns
an vary from trial to trial. Therefore, we estimate the DOAs from ai separately forea
h trial for user i, and then all DOA estimates from thirty trials are tabulated inhistograms shown in Figures 6.8 to 6.11 for user A, B, C and D, respe
tively.The DOA estimates for all four users are within the range from -40 degrees to40 degrees. Thus, these DOAs are not the true lo
ation of the four TXs des
ribedin Figure 6.1, and the use of ai for true DOA estimation 
annot be a
hieved by thismethod. However, the histograms of user B and D are indi
ate that in the majorityof the time, the signal arrives in one or two dire
tions. In fa
t, this is also visible fromtheir beampatterns in Figures 6.4 and 6.6, whi
h are also more stable as 
omparedto those of users A and C.
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Figure 6.8: Histogram of DOA estimates: User A
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Figure 6.9: Histogram of DOA estimates: User B122
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Figure 6.10: Histogram of DOA estimates: User C
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6.6 SINR Improvement from BeamformingThe signal-to-interferen
e-noise ratio (SINR) for beamforming is given in (6.15). Inthis se
tion, the performan
e of the beamforming re
eiver introdu
ed in Se
tion 6.5.1is evaluated by 
omparing SINR for the 
ase of beamforming and no beamforming.Beamforming weights are sele
ted with two di�erent 
riterions: maximizing SINRand maximizing SNR at the beamformer's output.It is shown in [43℄ that the optimum weight for maximum SINR beamforming is[27℄ [43℄: wi = �RNI�1ai (6.32)where � is a 
onstant. Sin
e � does not a�e
t the SINR, it 
an be set to unity. Formaximum SNR beamforming the weight ve
tor is the equal to array response ve
toras shown in [68℄, i.e. wi = ai. In order to 
ompare the SINR from beamforming tono beamforming, we need to 
al
ulate the average SINR for a single antenna elementwithout beamforming.Sin
e the estimate of Pi in Equation (6.28) is the total re
eived power for an M-element antenna array [27℄, the average re
eived power for ea
h element is Pavgi =14Pi. Also, the average interferen
e and noise power 
an be 
al
ulated as PNI =14tra
e(RNI). The beamforming weight be
omes a s
alar of wi = 1 for the 
ase of nobeamforming. The SINR expression for beamforming performan
e evaluation derivedin Se
tion 6.5.1 is: SINRB = 8PijwHi aij2wHi RNIwi (6.33)for user i using Pi, ai and RNI estimated from methods presented in Se
tion 6.5.2.The SINR expression for non-beamforming is then124



SINRNB = 8PavgiPNI (6.34)Using Equations (6.33) and (6.34) the SINR gain from beamforming 
an be 
al
ulatedas: SINRGaindB = 10� log10(SINRB=SINRNB) dB (6.35)From (6.35), the SINR gain are 
al
ulated for the 
ases of maximum SINR beam-forming and maximum SNR beamforming. The SINR gain is 
al
ulated separatelyfor ea
h trial for every user and tabulated in Tables 6.8 and 6.9 for maximum SINRand SNR beamforming, respe
tively. Then the SINR 
al
ulations are repeated usingthe alternative method for Pi estimation with No assumed as the re
eiver's noise 
oorof -71.5 dBm 
al
ulated in Se
tion 4.3. The results for the alternative method areshown in Tables 6.10 and 6.11.The di�eren
e between the two di�erent beamformers, maximum SINR and max-imum SNR, is 
learly shown from our results. The maximum SNR beamformer re-
eives little SINR gain from beamforming. The average gain ranges from 0.049 dBto 0.147 dB for the four users. This suggests that interferen
e 
annot be redu
ede�e
tively by beamforming towards the desired signal. Whereas the maximum SINRbeamformer a
hieves little gain in some trials and high gain in others. The averagegain for maximum SINR beamformer ranges from 0.176 dB to 3.335 dB for the fourusers. More interesting is that individual trials 
an have SINR gain up to 9.96 dB inthe extreme 
ase (user C, Trial #2). In addition, the SINR gain varies greatly fromtrial to trial, meaning that the beamforming weights should be re-estimated for ea
htrial (
onsisting of a 25-bit blo
k) in order to obtain the bene�ts from beamforming.Last but not least, the gain for user A and user C on average are mu
h higher thanthat of users B and D. One of the reasons for this observation 
an be that the spa-tial signature of users B and D are similar, thus, the maximum SINR beamformer is125



unable to null user B when the desired user is D, and vi
e versa. On
e again, thebeampatterns from Figures 6.4 and 6.6 support this argument.The SINR gain from the alternative method mat
h very 
losely to those when thenoise term is estimated, rather than assumed known. The di�eren
e in mean SINRgain for the two methods is at most 0.14 dB (user A) for maximum SINR beamform-ing and 0.0089 dB for maximum SNR beamforming (user A). The advantage of the�rst method is that it does not require any prior knowledge of the noise density No.The agreement of two methods suggests that the estimation of the noise term k usingEquation (6.24) is appropriate.
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SINR gain (dB)Trial # User A User B User C User D1 1.2686 0.2421 0.5478 0.18172 0.5657 0.7359 9.9663 0.12423 0.8032 0.3068 1.0875 0.11724 0.4499 1.0176 7.7437 0.07625 2.2636 0.4619 1.8951 0.13166 2.2671 0.6009 0.5039 0.11247 1.7231 0.0618 3.6887 0.43428 0.7300 0.1126 1.3774 0.07419 6.4310 0.1076 0.8440 0.104410 1.4068 1.3040 3.3895 0.802511 2.1046 0.8328 6.2468 0.130412 2.7144 0.6690 0.1731 0.206413 2.2060 1.2797 1.6273 0.050214 3.0421 0.0691 5.6276 0.112615 2.5736 0.1752 0.3302 0.317616 0.9519 0.0543 3.4692 0.190817 1.8434 0.0565 3.9990 0.177418 2.8481 0.5418 6.2744 0.200119 1.5273 0.8989 7.2039 0.099620 3.8369 0.2343 5.8287 0.142121 0.5219 0.7031 5.1806 0.134522 3.1424 0.9759 0.6126 0.048823 1.5227 0.0849 2.5044 0.509924 1.7883 1.0521 1.9918 0.099425 6.3051 0.6406 3.9968 0.108126 7.2112 0.0638 2.3029 0.133627 1.2548 0.6272 1.8578 0.196728 1.1770 1.3359 1.6314 0.103229 6.6389 0.1764 6.3639 0.102630 6.2599 0.4423 1.7677 0.0626mean 2.5793 0.5288 3.3345 0.1762Table 6.8: SINR gain from Maximum SINR Beamforming127



SINR gain (dB)Trial # User A User B User C User D1 0.0893 0.0024 0.0634 0.08302 0.1385 0.0357 0.0635 0.05693 0.2252 0.1191 0.1184 0.10604 0.2780 0.2941 0.0692 0.05745 0.5128 0.0710 0.2404 0.10816 0.2367 0.1174 0.2084 0.10237 0.0831 0.0153 0.2026 0.07588 0.1019 0.0354 0.0697 0.05869 0.1641 0.0911 0.3223 0.079710 0.1309 0.0699 0.0547 0.086811 0.0810 0.0214 0.0523 0.082912 0.1073 0.0208 0.1170 0.087613 0.2099 0.0458 0.0699 0.028114 0.1168 0.0588 0.0196 0.081815 0.1336 0.0315 0.1161 0.113716 0.1036 0.0247 0.0294 0.148917 0.1321 0.0523 0.1165 0.151118 0.2208 0.0006 0.0777 0.053819 0.0678 0.0335 0.0633 0.083620 0.0749 0.0233 0.3018 0.116621 0.1919 0.0508 0.0477 0.077022 0.1515 0.0406 0.0595 0.032623 0.1032 0.0085 0.1557 0.121824 0.0583 0.0164 0.0876 0.082525 0.1290 0.0196 0.0529 0.091326 0.1989 0.0180 0.0481 0.092427 0.1983 0.0479 0.0502 0.092128 0.0627 0.0238 0.0894 0.084929 0.0372 0.0092 0.0496 0.076030 0.0685 0.0718 0.0457 0.0610mean 0.1469 0.0490 0.1021 0.0858Table 6.9: SINR gain from Maximum SNR Beamforming128



SINR gain (dB)Trial # User A User B User C User D1 1.1837 0.2401 0.5426 0.17792 0.5278 0.7307 9.4378 0.12233 0.7561 0.3065 1.0296 0.11824 0.4206 0.9635 8.0073 0.07615 2.1315 0.4622 1.8445 0.13276 1.9708 0.6049 0.5004 0.11337 1.6880 0.0618 3.4595 0.43758 0.6877 0.1124 1.3104 0.07419 5.7393 0.1087 0.8600 0.105310 1.2778 1.3128 3.2435 0.809111 1.9293 0.8113 5.9461 0.131312 2.4052 0.6667 0.1629 0.208113 1.9889 1.2696 1.5450 0.050114 2.8262 0.0693 6.1806 0.112815 2.3189 0.1750 0.3226 0.315516 0.9161 0.0541 3.3692 0.189917 1.7332 0.0566 3.8177 0.179118 2.4794 0.5406 5.5110 0.200419 1.3776 0.8944 6.5865 0.100520 3.6426 0.2342 6.0055 0.144121 0.4699 0.6975 4.8814 0.135622 3.0064 0.9614 0.6026 0.048823 1.3908 0.0848 2.3553 0.514324 1.7194 1.0452 1.9155 0.100125 5.7280 0.6389 3.8448 0.109326 6.9270 0.0638 2.5383 0.135027 1.2059 0.6200 1.7486 0.198628 1.0685 1.3313 1.5463 0.104029 5.4133 0.1761 5.9359 0.103530 8.5288 0.4301 1.6809 0.0630mean 2.4486 0.5242 3.2577 0.1770Table 6.10: SINR gain from Maximum SINR Beamforming: No assumed129



SINR gain (dB)Trial # User A User B User C User D1 0.0841 0.0024 0.0628 0.08132 0.1296 0.0355 0.0629 0.05603 0.2128 0.1190 0.1127 0.10704 0.2602 0.2797 0.0687 0.05735 0.4882 0.0710 0.2351 0.10906 0.2117 0.1181 0.2070 0.10327 0.0817 0.0153 0.1942 0.07648 0.0964 0.0353 0.0668 0.05869 0.1556 0.0921 0.3280 0.080410 0.1204 0.0704 0.0531 0.087511 0.0756 0.0209 0.0511 0.083512 0.0980 0.0208 0.1102 0.088313 0.1933 0.0455 0.0669 0.028014 0.1108 0.0589 0.0191 0.081915 0.1234 0.0315 0.1135 0.113016 0.1001 0.0246 0.0288 0.148217 0.1255 0.0524 0.1132 0.152518 0.1992 0.0006 0.0731 0.053919 0.0621 0.0334 0.0610 0.084420 0.0724 0.0233 0.3062 0.118221 0.1734 0.0505 0.0462 0.077722 0.1468 0.0400 0.0586 0.032723 0.0955 0.0084 0.1486 0.122824 0.0565 0.0163 0.0849 0.083125 0.1233 0.0196 0.0516 0.092326 0.1957 0.0180 0.0472 0.093427 0.1914 0.0474 0.0478 0.093028 0.0576 0.0237 0.0855 0.085629 0.0338 0.0092 0.0481 0.076730 0.0631 0.0699 0.0438 0.0613mean 0.1380 0.0485 0.0999 0.0862Table 6.11: SINR gain from Maximum SNR Beamforming: No assumed130



6.7 SummaryIn this 
hapter, we studied the spatial 
hara
teristi
s of an outdoor environment us-ing experimental data. The fading 
orrelation between antenna elements suggeststhat the basestation antenna array experien
es an angle spread of about 20o or less.The beampatterns in Se
tion 6.4 indi
ates that the orientation of the transmitterswith respe
t to the basestation and its surroundings has an e�e
t on the stability ofbeampatterns. The peaks of the beampatterns and the DOA estimates 
al
ulatedfrom array response ve
tors show that the dire
tion-of-arrival of the re
eived signaldoes not 
orrespond to the true lo
ation of the transmitters.The beamforming re
eiver introdu
ed in Se
tion 6.5 is used to evaluate the per-forman
e of antenna array in redu
ing interferen
e or maximizing the signal-to-interferen
e-noise ratio (SINR). Our method of SINR 
al
ulation does not requireany prior information on re
eived signal power or noise density. Results from Se
tion6.6 show that a user 
an get an average of 0.176 to 3.33 dB gain from maximum SINRbeamforming. The amount of gain a
hieved by beamforming is shown to be relatedto the spatial 
hara
teristi
s of ea
h user. User A in Table 6.8 has an average SINRgain of 2.58 dB while users B and D have gains of 0.529 and 0.176 dB be
ause theirspatial 
hara
teristi
s are similar as illustrated by their respe
tive beampatterns.
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Chapter 7
Con
lusion
7.1 SummaryIn this thesis we presented the design and features of our wideband CDMA smartantenna measurement system. The key features of our testbed are:� multiple portable transmitters (four)� basestation re
eiver with 4-element antenna array� high 
hip rate of 7 M
ps� �ne sampling resolution of 5 samples per 
hipUsing our testbed, we gathered data in a outdoor wideband CDMA environment.We 
ondu
ted two outdoor experiments: outdoor experiment #1 was performed withthree transmitters and a 2-element antenna array, and outdoor experiment #2 withfour transmitters and a 4-element antenna array. The experimental s
enarios are il-lustrated in Figures 5.1 to 5.4 for experiment #1, and in Figure 6.1 for experiment #2.The dis
ussion on design issues explained how we designed our system su
h thatit satis�es or resembles 3G wideband CDMA spe
i�
ations, wideband digital radio132



design, and 
exibility in hardware for future development while maintaining our low-
ost modular obje
tive. Then fun
tional testing was performed to ensure properoperation of our testbed. An experimental beampattern is plotted in Figure 4.23 toillustrate that the array was well-
alibrated.System syn
hronization issues regarding syn
hronous sampling between array el-ements and 
arrier syn
hronization were solved by hardware logi
 and a 
ustomdesigned software. Whereas, initial syn
hronization and tra
king of PN 
ode werea
hieved through mat
hed �ltering and digital early-late tra
king loop.We studied outdoor propagation 
hara
teristi
s for wideband CDMA. An investi-gation on propagation path loss showed that signals experien
ed a path loss exponentof n = 2:64, similar to those in urban environment found in [36℄. Using our CFARmultipath dete
tion algorithm, multipath statisti
s su
h as multipath peak ampli-tudes, mean delay and delay spread were gathered for both single and multiple-users
enarios. The results are presented in Tables 5.9-5.10 for single-user and Tables5.17-5.18 for multiple-user. We found that in multiple-user environment, the simplePN a
quisition and tra
king does not work well if fading and interferen
e were severe.The study of time variation of multipath delay pro�les indi
ated that about 50% ofthe trials were time varying within a snapshot. We found that multipath statisti
sof averaged delay pro�les (see Tables 5.20 - 5.29) for 2nd strongest peaks were ratherstable in time. However, this stability did not hold for the weaker paths.We also investigated the spatial 
hara
teristi
s of the same outdoor environment.Fading 
orrelation results summarized in Table 6.2 suggested that the basestationantenna array experien
ed an angle spread of about 20o or less. The beampatternsgenerated for ea
h user's despread output (Figures 6.3 to 6.6) indi
ated that the ori-entation of the transmitters with respe
t to the basestation and its surroundings has133



an e�e
t on the stability of beampatterns. The peaks of the beampatterns and theDOAs estimated using experimental array response ve
tors show that the dire
tion ofarrival of re
eived signal does not 
orrespond to the true lo
ation of the transmitters.A beamforming re
eiver was �rst introdu
ed and then used to evaluate the im-provement of SINR with beamforming over a single antenna. Our proposed methodof SINR 
al
ulation does not require any prior information on re
eived signal poweror noise density. Results showed that a user 
an get an average of 0.176 to 3.33 dBgain from maximum SINR beamforming (see Table 6.8). By 
omparing SINR gainsand the 
orresponding beampatterns of the users, we 
on
luded that the amount ofSINR gain is related to the spatial 
hara
teristi
s of the user relative to the others.
7.2 Future Dire
tionsFuture extensions of the resear
h 
ould be,� modify the existing system to support higher 
hip rate. The 
urrent systemhas a total bandwidth of 15 MHz. Sin
e SX043 produ
es PN sequen
es withdouble sideband, our 
hip rate is limited to 7 M
ps (with a 1 MHz as designmargin). The transmitter 
hip rate 
an be doubled if a baseband analog 
ir
uitis designed to remove the one of the sidebands before up
onversion.� design a referen
e phase lo
k system for the re
eiver link. Currently, a 
ommon5 MHz referen
e signal is used to phase lo
k the TX and RX lo
al os
illator.However, our solution requires a 75-foot long 
able to 
onne
t between the TXand its LO to provide portability. With the phase lo
k system, the TX rangewill not be limited by the length of the 
oaxial 
able.134



� in
rease the data storage 
apa
ity of a snapshot. The 
urrent onboard FIFOof the A/D evaluation board module has a maximum size of 16k samples. Thelength of a snapshot is limited by the FIFO size. By studying the s
hemati
sand timing diagram provided in Appendix A, the 
urrent FIFO memory registermay be modi�ed or repla
ed to in
rease the storage 
apa
ity.� further �eld measurements whi
h may in
lude the following: larger TX-RXdistan
es, using di�erent PN sequen
es, exploit di�erent array geometry andarray element separation distan
es.� evaluation of joint dete
tion s
hemes. We mentioned in Chapter 3 that jointdete
tion s
hemes su
h as multi-user dete
tion (MUD) performs better withshort PN 
odes. Therefore the four TXs data gathered in experiment #2 issuitable for evaluation of MUD in a wideband CDMA system.� MIMO (multi-input multi-output) 
hannel 
hara
terization for spa
e-time 
od-ing. A 
hannel 
an be 
hara
terized as a multiple-input and multiple-outputsystem. Using our measurement data, the outdoor 
hannel 
an be 
hara
terizedby MIMO method and evaluate spa
e-time 
oding for wideband CDMA.7.3 Con
lusionIn this thesis, a wideband CDMA smart antenna measurement system is presented.The testbed in
ludes a 4-element antenna array and four portable programmabletransmitters with o�-line data storage. It operates in the 1.9 GHz band with a high
hip rate of 7 M
ps.From our measurement data, we 
hara
terized the outdoor 
hannel in single andmultiple-transmitter s
enarios by: gathering statisti
s on multipath peak amplitudesand delays, and studying 
hannel variation and dynami
s through multipath delay135



pro�le averaging and delay pro�le 
orrelations. The multipath statisti
s plus the
hannel dynami
s gathered 
an provide valuable information for RAKE re
eiver tapsele
tion and update rate.The time variation analysis of beampatterns gives an estimate of the stability ofspatial 
hara
teristi
s in multiple-user s
enarios. Our beamforming algorithm has anaverage SINR gain (over single antenna) of 2.579 dB for user A, 0.529 dB for user B,3.335 dB for user C, and 0.176 dB for user D over 30 experimental trials. The advan-tage of our beamformer is that it does not require any prior knowledge of re
eivedsignal power and noise density.
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Appendix A
Syn
hronization of Sampled Data
In 
hapter 4 we have dis
ussed the importan
e of syn
hronization in gathering sam-pled data for an antenna array. As mentioned brie
y in that 
hapter, syn
hronizationis a
hieved through hardware and software design. In this appendix the hardware de-sign and logi
 are �rst presented, and then 
on
ludes with a software algorithm anddata read timing analysis.
A.1 Hardware SetupHigh speed data available at the A/D 
onverter's output enter AD6620 evaluationboard (with FIFO storage) through a data lat
h. The timing for lat
hing data intoFIFO is 
ontrolled by the sampling 
lo
k. Sin
e we gather data dire
tly from A/D
onverter, the data bypass the AD6620 IC 
hip and then lat
h by a se
ond lat
h lat
hinto the FIFO (see Figure A.1). When the FIFO is �lled with data, the software 
anstart reading the data onto the PC through a IEEE 1284 parallel port interfa
e (seeFigure A.1) [11℄.
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Figure A.1: AD6620 evaluation board system blo
k diagram138



A.1.1 A/D 
onverter interfa
eA 50-pin 
onne
tor is used to 
onne
t the AD6620 board to the A/D 
onverter, thedata lines are available on I0-I15 (Pin 2-9 and Pin 12-19) and the sampling 
lo
kon Pin 10 (Figure A.2. The data bus is 16-bit wide be
ause the AD6620 evaluationboard is also designed to 
onne
t other A/D 
onverters with 16-bit resolution. Thelines I0-I3 are grounded at the A/D 
onverter's output [12℄, thus, the data format isMSB (most signi�
ant bit) justi�ed into a 16-bit word.There are two sets of data lat
hes [11℄ shown in Figure A.2. The �rst set is forboth data bypass or AD6620 mode. The OE (output enable) pins on the lat
hes aregrounded whi
h means that data are 
ontinuously lat
h and available to bypass FIFOlat
h. In the bypass mode the data are available at FIFO's input data pins only whenthe lat
h has been sele
ted to turn on by "FIFOON" signal generated by the 
ontrolsoftware. Software 
ontrol issues is dis
ussed later in this appendix.
A.1.2 FIFO Data Read and Syn
hronizationThe s
hemati
s of the FIFO and its output registers are displayed in Figure A.3.Besides the data pins, there are also 
ontrol and status pins whi
h 
an be read orwritten by 
ontrol software to perform operations su
h as reset, enable reading orwriting or indi
ate FIFO is full. Two 8-bit output registers are used at the FIFO'soutput be
ause the parallel port's data bus is only 8-bit wide. The U204 
hip inFigure A.3 lat
hes the high-byte and U205 lat
hes the low-byte of a sampled data.The fun
tions of the FIFO's 
ontrol and status pins are summarized as follows:� FIFO's master reset (pin 62) is 
ontrolled by the "MR" line. The pin is a
tivelow. 139



Figure A.2: A/D 
onverter 
onne
tor and data lat
hes140



Figure A.3: FIFO s
hemati
 and output registers
141



� data read is enabled at all times (pin 51)� data output pins are enabled at all times (pin 49)� data loading to FIFO (pin 1) is 
ontrolled by "DVN" line. The pin is a
tivelow.� data read for every sample is 
lo
ked by the "R" (pin 52) signal� "Full " status line is inserted low by FIFO when it be
omes full (pin 58)Sin
e the "DVN" line 
ontrols when the FIFO starts to load, the sampled datafrom all four elements of the array 
an be syn
hronized by hard-wiring this "DVN"line from one board (
alled master) to the others (
alled slaves). In order to avoidtwo sour
es driving the 'DVN' signal on a slave board, we have to disable the "DVN"line on Pin 14 of U303 (see Figure A.4) from the slaves boards before hard-wiringthem together with the master "DVN" line.For ea
h 
y
le of FIFO's read 
lo
k ("R"), a new 16-bit data is loaded to FIFOoutput registers and split into high and low bytes. The high byte is �rst read by thesoftware and followed by the low byte. The rest of the data samples in FIFO are readsimilarly by interleaving high and low bytes, and later 
ombined into a 16-bit wordby 
ontrol software. The "OEA" and "OEAN" 
ontrol lines (Figure A.3) are respon-sible for the timing of interleaving data read. These two lines are also 
ontrolled bysoftware.
A.2 Parallel Port Read and WriteThe parallel port interfa
e on the AD6620 evaluation board serves two purposes:allow FIFO 
ommands write to AD6620 board and reading data from FIFO. Thus142



Figure A.4: FIFO write enable signal "DVN" generation
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Pin EPP Signal In/Out Fun
tion1 nWrite Out A low on this line indi
ates a Write,high indi
ates a Read2-9 Data 0-7 In/Out Data bus, bi-dire
tional11 nWait In Used for handshaking, a EPP 
y
le 
anbe started when low, and �nished when high12 nFull In FIFO status. A high indi
ates FIFO isempty, and a low indi
ates FIFO is Full14 nData Out when low, indi
ates Data transferStrobe36 nAddress Out when low, indi
ates Address transferStrobeTable A.1: Pin Assignments for Enhan
ed Parallel Port 
onne
torthe transfer of data requires bi-dire
tional parallel port, in parti
ular, the IEEE-1284standard parallel port with EPP (enhan
ed parallel port) support from the PC's sys-tem BIOS. In this se
tion we brie
y des
ribe the read/write 
y
les and settings forEPPs, for in-depth dis
ussions please refer to [50℄ [51℄.The parallel port 
onne
tor J400 in the s
hemati
 shown in Figure A.5 is used tointerfa
e with printer ports (LPT1 or LPT2) on a PC. The pin assignments of the
onne
tor is listed in Table A.1. The table users "n" in front of the signal name toindi
ate that the signal is a
tive low.The address and data bus are both 
onne
ted to the data pins of the parallel portas illustrated in Figure A.5. This implies that the address and data bus are timemultiplexed. By allowing either the address or data strobe to be a
tive in read/write
y
les, address and data bus multiplexing is a
hieved. The FIFO 
ommand lat
h in144



Figure A.5: Parallel port interfa
e, data and 
ommand lat
h145



Figure A.5 shows the bit settings of the 
ommand register. Di�erent 
ommands 
anbe sent to the FIFO by writing di�erent values to this 
ommand register.
A.3 Software Control and Data ReadWith the understanding of hardware and parallel port settings, software pro
eduresare written for initializing AD6620 board, reading data (sampling) and saving dataon hard disk. There is no timing diagram provided by the AD6620 board's manual,therefore, we have to derive the appropriate read/timing timings from the s
hemati
.The timing diagram is then veri�ed by observing the address and data lines on os
il-los
ope. The timing diagram is illustrated in Figure A.6.First the FIFO is reset by inserting "MR" low, then inserting both "STAQ" and"LOADMODE" to high produ
es a low "DVN" signal. A low on "DVN" instru
ts theFIFO start to loading data from A/D 
onverter, i.e. starts sampling. When "FULL"is asserted low by FIFO, onboard data is now ready to transfer to PC. The FIFOread is �rst disabled by setting "DVN" to high. Then "OEA" and "R" provide highand low byte interleaving and FIFO read 
lo
k, respe
tively.
A.3.1 Software Syn
hronizationThe timing diagram shown in Figure A.6 is valid for a single array element. For 
aseof four elements, as explained in se
tion 4.4.2, a handshaking is required between theprimary and se
ondary 
opies of the ADport software. The steps are as follows:

1. "Init" on both primary and se
ondary 
opies146



Figure A.6: Timing Diagram for FIFO 
ommands and Data Read147



2. "Read" on primary 
opy3. "Save" on primary 
opy4. "Save" on se
ondary 
opy5. repeat 1-4 for next snapshotThe reason for the syn
hronization steps 
an be explained using the timing diagram(Figure A.6). Exe
ute step 1 
lears FIFOs on all elements and put them ready toload sampled data. The "Read" fun
tion run on the primary 
opy inserts "DVN" tolow (starts loading). Sin
e the "DVN" line is hard-wired from the master to all slaveboards, the three slaves also re
eive the load 
ommand. In this way, syn
hronoussampling is a
hieved. The "Save" fun
tion should exe
ute on the primary 
opy �rstbe
ause it disables "DVN" for all boards before data transfer to PC 
an begin.For spe
i�
 details in the read/write 
y
le, please refer to program listings of AD-port. Detail 
omments are given for all the pro
edures in the program 
ode regardingFIFO 
ontrol and data downloading. The program listing of is provided in the nextse
tion.
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A.3.2 ADport Program Listing//*******************************************************************************************// ADportDlg.
pp : ADport Version 1.1 Implementation file//// Des
ription: This is the se
ond version of ADport whi
h allows// syn
hronized data read between two different PCs.// N.B. parti
ular steps for data 
olle
tion must be// followed in order to a
hieve the required// syn
hronization//// Written by: Noel Tin//// Date: May, 2000.//*******************************************************************************************#in
lude "stdafx.h"#in
lude "iostream.h"#in
lude "math.h"#in
lude "string.h"#in
lude "ADport.h"#in
lude "ADportDlg.h"//*** in
lude header file from DLPortIO#in
lude "DLPortIO.h"#ifdef _DEBUG#define new DEBUG_NEW#undef THIS_FILEstati
 
har THIS_FILE[℄ = __FILE__;#endif//user-define variable typestypedef unsigned 
har UCHAR; // BYTE//---------------------------------------------------------------------------// Constants//---------------------------------------------------------------------------// Masks parallel port bits
onst UCHAR BIT0 = 0x01; // be
ause the type of DLPortReadPortUChar is UCHAR
onst UCHAR BIT1 = 0x02; // ...this is used in GetPin()
onst UCHAR BIT2 = 0x04;
onst UCHAR BIT3 = 0x08;
onst UCHAR BIT4 = 0x10;
onst UCHAR BIT5 = 0x20;
onst UCHAR BIT6 = 0x40;
onst UCHAR BIT7 = 0x80;// Masks for AD6640 data bits
onst UCHAR ADBit0 = 16; // de
imal value of bit 4 of LowByte
onst UCHAR ADBit1 = 32; // 5
onst UCHAR ADBit2 = 64; // 6
onst UCHAR ADBit3 = 128; // 7
onst UCHAR ADBit4 = 1; // de
imal value of bit 0 of HighByte
onst UCHAR ADBit5 = 2; // 1
onst UCHAR ADBit6 = 4; // 2
onst UCHAR ADBit7 = 8; // 3
onst UCHAR ADBit8 = 16; // 4
onst UCHAR ADBit9 = 32; // 5
onst UCHAR ADBit10 = 64; // 6
onst UCHAR ADBit11 = 128; // 7149



// Printer Port pin numbers
onst ACK_PIN = 10;
onst BUSY_PIN = 11;
onst FIFOFULL_PIN = 12;
onst SELECTOUT_PIN = 13;
onst ERROR_PIN = 15;
onst STROBE_PIN = 1;
onst AUTOFD_PIN = 14;
onst INIT_PIN = 16;
onst SELECTIN_PIN = 17;
onst MAX_LPT_PORTS = 2; // maximum number of ports in a PC////////////////////////////////////////////////////////////////////////////////////////// variables//////////////////////BYTE LPTNumber; // Current number of the printer port, default=1DWORD LPTMaster; // The address of the printer port 
onne
ted to master boardDWORD LPTSlave; // " " " " " " " " slave "DWORD Count; // number of bytes to read from FIFODWORD LPTAddress[MAX_LPT_PORTS+1℄; // List of port addresses installed on the systemint BufferM[16*1024℄; // Buffer for storing temp. data read from Master boardint BufferS[16*1024℄; // " " " " " " " Slave "/////////////////////////////////////////////////////////////////////////////// CAboutDlg dialog used for App About
lass CAboutDlg : publi
 CDialog{publi
:CAboutDlg();// Dialog Data//{{AFX_DATA(CAboutDlg)enum { IDD = IDD_ABOUTBOX };//}}AFX_DATA// ClassWizard generated virtual fun
tion overrides//{{AFX_VIRTUAL(CAboutDlg)prote
ted:virtual void DoDataEx
hange(CDataEx
hange* pDX); // DDX/DDV support//}}AFX_VIRTUAL// Implementationprote
ted://{{AFX_MSG(CAboutDlg)virtual void OnOK();//}}AFX_MSGDECLARE_MESSAGE_MAP()};CAboutDlg::CAboutDlg() : CDialog(CAboutDlg::IDD){ //{{AFX_DATA_INIT(CAboutDlg)//}}AFX_DATA_INIT}void CAboutDlg::DoDataEx
hange(CDataEx
hange* pDX){ 150



CDialog::DoDataEx
hange(pDX);//{{AFX_DATA_MAP(CAboutDlg)//}}AFX_DATA_MAP}BEGIN_MESSAGE_MAP(CAboutDlg, CDialog)//{{AFX_MSG_MAP(CAboutDlg)//}}AFX_MSG_MAPEND_MESSAGE_MAP()/////////////////////////////////////////////////////////////////////////////// CADportDlg dialogCADportDlg::CADportDlg(CWnd* pParent /*=NULL*/): CDialog(CADportDlg::IDD, pParent){ //{{AFX_DATA_INIT(CADportDlg)m_LPT1 = -1;m_LPT2 = -1;m_16k = -1;m_1k = -1;m_2k = -1;m_8k = -1;m_none = -1;//}}AFX_DATA_INIT// Note that LoadI
on does not require a subsequent DestroyI
on in Win32m_hI
on = AfxGetApp()->LoadI
on(IDR_MAINFRAME);pFileSave = 0;}void CADportDlg::DoDataEx
hange(CDataEx
hange* pDX){ CDialog::DoDataEx
hange(pDX);//{{AFX_DATA_MAP(CADportDlg)DDX_Radio(pDX, IDC_LPT1, m_LPT1);DDX_Radio(pDX, IDC_LPT2, m_LPT2);DDX_Radio(pDX, IDC_16k, m_16k);DDX_Radio(pDX, IDC_1k, m_1k);DDX_Radio(pDX, IDC_2k, m_2k);DDX_Radio(pDX, IDC_8k, m_8k);DDX_Radio(pDX, IDC_none, m_none);//}}AFX_DATA_MAP}BEGIN_MESSAGE_MAP(CADportDlg, CDialog)//{{AFX_MSG_MAP(CADportDlg)ON_WM_SYSCOMMAND()ON_WM_PAINT()ON_WM_QUERYDRAGICON()ON_BN_CLICKED(IDExit, OnExit)ON_BN_CLICKED(IDC_About, OnAbout)ON_BN_CLICKED(ID_FILE_SAVE_AS, OnFileSaveAs)ON_BN_CLICKED(IDC_Read, OnRead)ON_BN_CLICKED(IDC_LPT1, OnLpt1)ON_BN_CLICKED(IDC_LPT2, OnLpt2)ON_BN_CLICKED(IDC_1k, On1k)ON_BN_CLICKED(IDC_2k, On2k)ON_BN_CLICKED(IDC_8k, On8k)ON_BN_CLICKED(IDC_16k, On16k)ON_BN_CLICKED(IDC_none, Onnone)ON_BN_CLICKED(IDC_Init, OnInit)//}}AFX_MSG_MAPEND_MESSAGE_MAP()/////////////////////////////////////////////////////////////////////////////151



// CADportDlg message handlersBOOL CADportDlg::OnInitDialog(){ m_LPT1 = 0; //default port is LPT1m_LPT2 = m_none = -1;m_16k = 0; //default 16k readm_2k = m_8k = m_1k = -1;CDialog::OnInitDialog();// Add "About..." menu item to system menu.// IDM_ABOUTBOX must be in the system 
ommand range.ASSERT((IDM_ABOUTBOX & 0xFFF0) == IDM_ABOUTBOX);ASSERT(IDM_ABOUTBOX < 0xF000);CMenu* pSysMenu = GetSystemMenu(FALSE);if (pSysMenu != NULL){ CString strAboutMenu;strAboutMenu.LoadString(IDS_ABOUTBOX);if (!strAboutMenu.IsEmpty()){ pSysMenu->AppendMenu(MF_SEPARATOR);pSysMenu->AppendMenu(MF_STRING, IDM_ABOUTBOX, strAboutMenu);}}// Set the i
on for this dialog. The framework does this automati
ally// when the appli
ation's main window is not a dialogSetI
on(m_hI
on, TRUE); // Set big i
onSetI
on(m_hI
on, FALSE); // Set small i
on// TODO: Add extra initialization hereLPTAddress[0℄ = 0x378; // no masterLPTAddress[1℄ = 0x378; // LPT1 addressLPTAddress[2℄ = 0x278; // LPT2 addressLPTNumber = 1; //default LPTCount = 1024*16; //default FIFO read sizereturn TRUE; // return TRUE unless you set the fo
us to a 
ontrol}void CADportDlg::OnSysCommand(UINT nID, LPARAM lParam){ if ((nID & 0xFFF0) == IDM_ABOUTBOX){ CAboutDlg dlgAbout;dlgAbout.DoModal();}else{ CDialog::OnSysCommand(nID, lParam);}}// If you add a minimize button to your dialog, you will need the 
ode below// to draw the i
on. For MFC appli
ations using the do
ument/view model,// this is automati
ally done for you by the framework.void CADportDlg::OnPaint() 152



{ if (IsI
oni
()){ CPaintDC d
(this); // devi
e 
ontext for paintingSendMessage(WM_ICONERASEBKGND, (WPARAM) d
.GetSafeHd
(), 0);// Center i
on in 
lient re
tangleint 
xI
on = GetSystemMetri
s(SM_CXICON);int 
yI
on = GetSystemMetri
s(SM_CYICON);CRe
t re
t;GetClientRe
t(&re
t);int x = (re
t.Width() - 
xI
on + 1) / 2;int y = (re
t.Height() - 
yI
on + 1) / 2;// Draw the i
ond
.DrawI
on(x, y, m_hI
on);}else{ CDialog::OnPaint();}}// The system 
alls this to obtain the 
ursor to display while the user drags// the minimized window.HCURSOR CADportDlg::OnQueryDragI
on(){ return (HCURSOR) m_hI
on;}//---------------------------------------------------------------------------// SetLPTNumber()// Sele
ts the LPT port to use for all LPT operations//---------------------------------------------------------------------------void SetLPTNumber(BYTE Number){ if (Number>=0 && Number<=MAX_LPT_PORTS){ LPTNumber=Number;LPTMaster=LPTAddress[Number℄;}} // end SetLPTNumber()//---------------------------------------------------------------------------// GetPin()// Index valid is in the range 1-25 only (other values return false)// Reading the pin returns true when it is 5V, or false when it at 0V.//---------------------------------------------------------------------------bool GetPin(BYTE Pin, DWORD LPTBase){ swit
h (Pin){ 
ase 1: return (DlPortReadPortU
har(LPTBase+2)&BIT0)==0; // Inverted
ase 2: return (DlPortReadPortU
har(LPTBase)&BIT0)!=0;
ase 3: return (DlPortReadPortU
har(LPTBase)&BIT1)!=0;
ase 4: return (DlPortReadPortU
har(LPTBase)&BIT2)!=0;
ase 5: return (DlPortReadPortU
har(LPTBase)&BIT3)!=0;
ase 6: return (DlPortReadPortU
har(LPTBase)&BIT4)!=0;
ase 7: return (DlPortReadPortU
har(LPTBase)&BIT5)!=0;
ase 8: return (DlPortReadPortU
har(LPTBase)&BIT6)!=0;
ase 9: return (DlPortReadPortU
har(LPTBase)&BIT7)!=0;153




ase 10: return (DlPortReadPortU
har(LPTBase+1)&BIT6)!=0;
ase 11: return (DlPortReadPortU
har(LPTBase+1)&BIT7)==0; // Inverted
ase 12: return (DlPortReadPortU
har(LPTBase+1)&BIT5)!=0;
ase 13: return (DlPortReadPortU
har(LPTBase+1)&BIT4)!=0;
ase 14: return (DlPortReadPortU
har(LPTBase+2)&BIT1)==0; // Inverted
ase 15: return (DlPortReadPortU
har(LPTBase+1)&BIT3)!=0;
ase 16: return (DlPortReadPortU
har(LPTBase+2)&BIT2)!=0;
ase 17: return (DlPortReadPortU
har(LPTBase+2)&BIT3)==0; // Inverteddefault: return false; // pins 18-25 (GND), and other invalid pins}} // end GetPin()//----------------------------------------------------------------------------------// WaitForResponse()// polling loop for a
knowledgment or response from port// return = 1 if response is dete
ted//----------------------------------------------------------------------------------bool WaitForResponse(BYTE Pin, DWORD LPTBase){ DWORD timer = 0;CString error = "";while (GetPin(Pin, LPTBase)) // if not ready...wait{ timer ++;if (timer == 100000) // if timeout{ if (LPTBase == 0x378)error = "FIFO is empty, unable to read LPT1.Che
k 
onne
tion or power";else error = "FIFO is empty, unable to read LPT2.Che
k 
onne
tion or power";AfxMessageBox(error);break;}}if (timer < 100000)return true;else return false;}// end WaitForResponse()//----------------------------------------------------------------------------------// WriteCommand()// output FIFO 
ommands stored in the Command variable to Port at address LPTBase// return = 1 if WriteCommand() is su

essful//----------------------------------------------------------------------------------void WriteCommand(BYTE Command, DWORD LPTBase){ DlPortWritePortU
har(LPTBase+2, 1); // set Strobe to lowDlPortWritePortU
har(LPTBase, Command); // write 
ommand to data linesDlPortWritePortU
har(LPTBase+2, 9); // Saddress and Strobe both lowDlPortWritePortU
har(LPTBase+2, 1); // 
lear SaddressDlPortWritePortU
har(LPTBase+2, 0); // 
lear Strobe}//end WriteCommand() 154



//----------------------------------------------------------------------------------// ReadData()// read a byte of data from the Port at address LPTBase. This involves reversing// the data dire
tion of the port//----------------------------------------------------------------------------------BYTE ReadData(DWORD LPTBase){ BYTE Data = 0; // a byte 
an never be < 0DlPortWritePortU
har(LPTBase+2, 32); // set bi-dire
tional bit = 1 (input)DlPortWritePortU
har(LPTBase+2, 34); // set SData low (data strobe)Data = DlPortReadPortU
har(LPTBase); // read dataDlPortWritePortU
har(LPTBase+2, 0); // 
lear SData and reset bi-dire
tional pin = 0return Data;}//end ReadData()//-----------------------------------------------------------------------------------// CombineBytes()// 
onvert unsigned AD6640 data into signed data// NOTE: the first 4 bits of the LowByte is grounded at 6640 output//-----------------------------------------------------------------------------------int CombineBytes(BYTE LowByte, BYTE HighByte){ int Data = 0;if (LowByte&ADBit0) Data += (int)(pow(2,4));if (LowByte&ADBit1) Data += (int)(pow(2,5));if (LowByte&ADBit2) Data += (int)(pow(2,6));if (LowByte&ADBit3) Data += (int)(pow(2,7));if (HighByte&ADBit4) Data += (int)(pow(2,8));if (HighByte&ADBit5) Data += (int)(pow(2,9));if (HighByte&ADBit6) Data += (int)(pow(2,10));if (HighByte&ADBit7) Data += (int)(pow(2,11));if (HighByte&ADBit8) Data += (int)(pow(2,12));if (HighByte&ADBit9) Data += (int)(pow(2,13));if (HighByte&ADBit10) Data += (int)(pow(2,14));if (HighByte&ADBit11) Data += (int)(pow(2,15));return Data;} //end CombineBytes()//---------------------------------------------------------------------------------// Complement()// finding the two's 
omplement of the data and return the signed value//---------------------------------------------------------------------------------int Complement(BYTE LowByte, BYTE HighByte){ int Data;Data = CombineBytes(LowByte, HighByte);Data = Data - (int)(pow(2,16)); // formula for finding 2's 
omplement// N = 2^bits - X, bits = # of bitsreturn Data;} // end Complement() 155



//----------------------------------------------------------------------------------// ConvertData()// 
onverted AD6640 two's 
omplement data into signed intergers//----------------------------------------------------------------------------------int ConvertData(BYTE LowByte, BYTE HighByte){ int Buffer;if ((LowByte == 0)&&(HighByte == 0))Buffer = 0; // for 2's 
omplement N = 0 and !N = 0else { if (HighByte&ADBit11) // D11 = 1 -> negative numberBuffer = Complement(LowByte, HighByte);else Buffer = CombineBytes(LowByte, HighByte);} //end elsereturn Buffer;} // end ConvertData()//---------------------------------------------// Idle()// a for loop to 
reate some idle time//---------------------------------------------void Idle(DWORD Time){ for (DWORD z=0; z<Time; z++); // wait}void CAboutDlg::OnOK(){ // TODO: Add extra validation hereCDialog::OnOK();EndDialog(IDOK);}void CADportDlg::OnExit(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCWnd::DestroyWindow();}void CADportDlg::OnAbout(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCAboutDlg dlg;dlg.DoModal();}//------------------------------------------------------------------------------------// SaveFile()// pro
edure to save Buffered data on to disk//------------------------------------------------------------------------------------void SaveFile(CString filename, int Buffer[16*1024℄){ //
ode to save data to disk 156



FILE *stream; /* I/O stream file pointer *//* Open file in text mode for write */if((stream = fopen( filename, "w+t" ))){ for (DWORD j = 0; j < Count; j++)fprintf(stream, "%d\n", Buffer[j℄);/* write one number w/ <CR> */if (f
lose( stream )) /* 
lose stream */AfxMessageBox("The file was not 
losed");}else AfxMessageBox( "Problem opening the file" );} // end SaveFile()//////////////////////////////////////////////////////////////////////////////////////// OnFileSaveAs()// a fun
tion whi
h handles the press of the SAVE key. First it will prompt// the user for a file name, and then saves the data in Buffer to disk//////////////////////////////////////////////////////////////////////////////////////void CADportDlg::OnFileSaveAs(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereif (LPTNumber != 0)WriteCommand(8, LPTMaster); // disable write enable pin on FIFO (WEN),// Loadmode = STAQ = 0 -> DVN = 1// no need to write slaveelse Idle(10000); // wait for master to disable write/////////////////// Data READ CYCLE/////////////////BYTE LowByteM, LowByteS; // lowbyte data for master and slave boardsBYTE HighByteM, HighByteS; // highbyte data " " " " "for (DWORD k = 0; k<Count; k++) {WriteCommand(26, LPTMaster); // set OEA = 1, R = 1 (0001 1010)// output enable at lat
h and RCLK for FIFOWriteCommand(26, LPTSlave);WriteCommand(10, LPTMaster); // OEA = 1, R = 0 (0000 1010)// high byte output enabled & stop RCLK at FIFO)WriteCommand(10, LPTSlave);HighByteM = ReadData(LPTMaster); // ** Read HIGH byte dataHighByteS = ReadData(LPTSlave);WriteCommand(8, LPTMaster); // OEA = 0, R = 0//(low byte output at lat
h...OEAN = 1)WriteCommand(8, LPTSlave);LowByteM = ReadData(LPTMaster); // ** Read LOW byte dataLowByteS = ReadData(LPTSlave);/* Convert 6640's data and store into Buffer arrays*/BufferM[k℄ = ConvertData(LowByteM, HighByteM);157



BufferS[k℄ = ConvertData(LowByteS, HighByteS);}// end forpFileSave = new CFileDialog(FALSE,NULL,"s
en",OFN_OVERWRITEPROMPT |OFN_PATHMUSTEXIST,"TMD files (*.tmd)|*.tmd|All Files (*.*)|*.*||");if(pFileSave) {int 
li
k = pFileSave->DoModal();if (
li
k != IDOK)return;CString filename = pFileSave->GetPathName();CString filenameM,filenameS;if (LPTNumber != 0) {filenameM = filename + "M.tmd"; // filename for Master board datafilenameS = filename + "S.tmd"; // " " " " "}else { filenameM = filename + "S1.tmd"; // filename for slave board 1 datafilenameS = filename + "S2.tmd"; // " " " " 2 "}//save buffered data to diskSaveFile(filenameM, BufferM);SaveFile(filenameS, BufferS);AfxMessageBox("files saved to disk");} //endifWriteCommand(142, LPTMaster); // initialize FIFOs and put them into standby mode// (this redu
es 
urrent drawn by 6620)WriteCommand(142, LPTSlave);Idle(500);WriteCommand(113, LPTMaster);WriteCommand(113, LPTSlave);} //end OnFileSaveAs///////////////////////////////////////////////////////////////////////////////////// OnRead()// fun
tion whi
h handles the pressing of READ button. It reads a blo
k of// data from FIFO, 
onvert, and then stored to BUFER.//// NOTE: AD6640's OUPTPUT BITS ARE TWO'S COMPLEMENT & D11 IS INVERTED///////////////////////////////////////////////////////////////////////////////////void CADportDlg::OnRead(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereif (LPTNumber != 0)WriteCommand(44, LPTMaster); // Loadmode = 1, STAQ = 1 (load FIFO)// no need to write slave (DVN is dis
onne
ted)if (!(WaitForResponse(FIFOFULL_PIN, LPTMaster))) // wait...while FIFO not full{ if (!(WaitForResponse(FIFOFULL_PIN, LPTSlave)))return; // return if both FIFO is empty}AfxMessageBox("Data Read Finished");UpdateData(FALSE); 158



} // end OnRead()void CADportDlg::OnLpt1(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereLPTNumber = 1;m_LPT1 = 0;m_LPT2 = m_none = -1;UpdateData(FALSE); // redisplay new data}void CADportDlg::OnLpt2(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereLPTNumber = 2;m_LPT2 = 0;m_LPT1 = m_none = -1;UpdateData(FALSE); // redisplay new data}void CADportDlg::Onnone(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereLPTNumber = 0;m_none = 0;m_LPT1 = m_LPT2 = -1;UpdateData(FALSE); // redisplay new data}void CADportDlg::On1k(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCount = 1024;m_1k = 0;m_2k = m_8k = m_16k = -1;UpdateData(FALSE);}void CADportDlg::On2k(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCount = 2048;m_2k = 0;m_1k = m_8k = m_16k = -1;UpdateData(FALSE);}void CADportDlg::On8k(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCount = 8*1024;m_8k = 0;m_1k = m_2k = m_16k = -1;UpdateData(FALSE);}void CADportDlg::On16k(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereCount = 16*1024;m_16k = 0; 159



m_1k = m_2k = m_8k = -1;UpdateData(FALSE);}void CADportDlg::OnInit(){ // TODO: Add your 
ontrol notifi
ation handler 
ode hereSetLPTNumber(LPTNumber); // set Master Port address into LPTBaseif (LPTMaster == 0x278) // set Slave port addressLPTSlave = 0x378;else LPTSlave = 0x278; // if no master port or master at LPT1///////////////////////////////////////// Initialize and load data into FIFO///////////////////////////////////////BYTE ControlBits = 0; // initialize LPT port 
ontrol register (0000 0100).// set nWrite, nData strobe, nAddress strobe, Reset pins &// enable output (BIT 5)DlPortWritePortU
har(LPTMaster+2, ControlBits); // send 
ontrol bits to registerDlPortWritePortU
har(LPTSlave+2, ControlBits);WriteCommand(142, LPTMaster); // initialize FIFOs and put them into standby modeWriteCommand(142, LPTSlave);Idle(500);// follwoing 
ommands used are obtained from EXPERIMENTATIONWriteCommand(113, LPTMaster);WriteCommand(113, LPTSlave);Idle(2000);WriteCommand(0, LPTMaster); // reset FIFO -> MR = 0WriteCommand(0, LPTSlave);Idle(2000);WriteCommand(8, LPTMaster); // Loadmode = 0, STAQ = 0, MR = 1 (
lear FIFO reset)WriteCommand(8, LPTSlave);Idle(1000);AfxMessageBox("Initialization DONE");} // end OnInit()
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