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AbstractAs the 900MHz cellular subscriber population continues to grow at a rapid pace, ser-vice providers have to �nd new methods of enhancing system capacity and coverage.This is also true for the operators of the recent 1:9 GHz Personal CommunicationsSystems (PCS). An antenna array at the base station may be incorporated in futuresystems for increasing system capacity. Digital beamforming based on antenna ar-rays will be one key technique in ful�lling this task. In beamforming, we multiplya complex-valued weighting vector to the outputs of antenna array and sum theseoutputs to generate a signal for each user. As each user will have a unique weight, wecan select the weights to greatly decrease interference from other users, and thereforeincrease system capacity.Using a base station antenna array in cellular code-division multiple-access (CDMA)communications systems can potentially increase system capacity several-fold. Beam-forming shows great potential for improving signal-to-interference-noise ratios (SINR)which in turn increases cell capacity. To perform optimum SINR beamforming, weneed to estimate an array response vector and an interference-noise (IN) covariancematrix. Currently, estimation of the IN covariance matrix for optimum beamformingrequires great computational cost. As a result, sub-optimum beamforming (maximumSNR) is used which does not require the IN matrix. However, when the number ofusers is not very large and the distribution of users is not uniform, there is a largegap between maximum SINR and maximum SNR beamforming performance. Wepropose a direct signal cancellation method to estimate the interference-noise covari-ance matrix which increases the SINR and decreases computation compared withprevious work in this area. This new algorithm potentially increases system capacityand coverage. Since DOA estimation of mobiles is also improved, the method canii



potentially be applied to transmit beamforming in the downlink to further increasesystem capacity.The combined e�ect of estimate error from �nite-sample data, interference andthermal noise in a generic DS-CDMA cellular system was analytically determined. Wequantify how �nite-sample errors in the estimation in both the array response andMAI covariance matrices a�ect system SINR. As an application of the above results,we consider our proposed optimum beamforming algorithm. We show that �nite-sample estimation errors in the array response vector are independent of multi-accessinterference errors in this algorithm.In a cellular CDMA communication system, there are two links in the system: theuplink and the downlink. The downlink refers to that from the base station to themobile. As the capacity is only partially determined by the uplink, we also addressthe downlink. One expensive solution to improving downlink capacity is to performbeamforming at each mobile [75]. Alternatively, in [71, 52, 51], researchers have shownthat capacity can be improved with transmitting antenna array at the base station.In this thesis we consider a transmitting antenna array at the base station and a singleantenna at the mobile. In order to perform downlink beamforming, we need to knowthe downlink channel vectors for all the users in the same cell. For the uplink, thebase station can estimate the channel vector for the mobile, there is no such inherentfeedback for the downlink. Therefore, the key problem in the downlink is how toestimate downlink channel vector. We present a novel approach for downlink channelestimation through the feedforward method. This has not been proposed for CDMAsystems previously. The proposed algorithm estimates downlink channel vectors muchmore accurately and reduces the amount of transmission overhead. Therefore, theoverall system capacity may be increased.
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� downlink positive constantyk downlink output of the correlator of kth useryk;p perturbed downlink output of the correlator of kth userBER downlink bit error rateSNR signal to noise ratioSNRk downlink signal-to-noise ration for kth userSNRk;p perturbed signal to noise ratio for kth userSNRPRLS signal to noise ratio due to PRLSdSNRPRLS simplied signal to noise ratio due to PRLS�PRLS relative simplied signal to noise ratio due to PRLS�2 downlink thermal noise varianceP downlink transmitted powerP power of the signalPj transmitted power for jth userPi transmitted power for ith userPl transmitted power for lth userN total number of usersPideal downlink ideal scatter matrixwideal downlink ideal weightsPestimate downlink estimated scatter matrixwestimate downlink estimated weights�SNR downlink signal-to-noise normalizationnk downlink noise vector for kth user k downlink noise variance constantg downlink ideal scalar channel gainĝ perturbed downlink ideal scalar channel gainymmse downlink minimum mean square errory pseudo inversenk white noise vector for kth usern thermal noise vectorL̂ index of RLS updatexviii
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Chapter 1Introduction1.1 MotivationThe concept of cellular radio can be traced back to the 1960s[31, 12]. At the verybeginning, there was no frequency reuse. Each frequency was used only once in the ge-ographical area in the band of 150 or 450 MHz. Later, a paired band of 666 channels inthe 800 MHz band range was introduced [15]. Frequency reuse was introduced to im-prove spectral e�ciency by using small cells in the serving area. Frequency-divisionmultiple access (FDMA) implements partial frequency reuse to prevent co-channelinterference; time-division multiple access (TDMA) reuses time slots. In order tomeet the needs of an ever-accelerating worldwide demand for mobile and personalportable communications, the spread spectrum communication technique was intro-duced to commercial wireless applications. This makes universal frequency reusepossible. Code-division multiple access (CDMA) was introduced as a strong candi-date for the current 900 MHz and future 1:9 GHz personal communications systems(PCS). As CDMA is interference-limited, by suppressing these noise-like interferences,we may improve the system capacity and the quality of the communication system.A detailed tutorial of spread spectrum and CDMA may be found in [16, 35, 58, 59].Beamforming can be used to suppress interference by using an antenna array at thebase station, therefore, increasing the system capacity. Digital beamforming basedon the antenna array will be one key technique in ful�lling this task. In beamforming,we apply a complex-valued weighting vector to the outputs of the antenna array and1



sum the results to generate a signal for each user. As each user has unique weights,we may select the weights to greatly decrease the interference from other users, andtherefore increase system capacity.The author feels it is more general to study a generic CDMA system instead ofgoing to a speci�c protocol such as IS-95 [62]. It is desired to use optimum beam-forming with low computational complexity to maximize the system capacity andperformance. This leads to a novel algorithm for optimum uplink beamforming. Ina real system, there are always estimation errors. Analysis of these errors leads tosome robust algorithms, therefore improving system capacity. This brings up anoriginal error analysis of those error e�ects on a DS-CDMA communication system.As the system capacity is only partially determined by the uplink, we need to dealwith downlink beamforming as well. This results in a novel downlink beamformingtechnique in a DS-CDMA communication system.1.2 Summary of contributionsThe following is a brief summary of the contributions made by this thesis. A moredetailed summary may be found at the end of the thesis in Section 6.2.� An original optimum uplink beamforming algorithm employing signal cancella-tion , is proposed with an improvement in performance both in output signal-to-noise-plus-interference ratio (SINR) and direction of arrival (DOA) estimation.� A theoretical analysis of the signal cancellation method was conducted andcompared with the code-�ltering method in [51, 49].� An original analysis of beamforming errors on a DS-CDMA communicationsystem was conducted. Several closed-form expressions of these errors' e�ectson the output SINR were obtained.� The above error analysis was applied to the proposed signal cancellation method.� A novel downlink channel estimation technique was proposed.2



� The recursive least-squares (RLS) algorithm was applied to adaptive updat-ing of channel estimates. Further, a perturbed recursive least-squares (PRLS)algorithm was proposed and analyzed.1.3 Thesis outlineChapter 2 introduces the basic signal model and channel model that will be used inthe rest of the thesis. A signal cancellation method for optimum uplink beamformingis developed in Chapter 3. Chapter 4 deals with error analysis of uplink beamformingand its application. In Chapter 5, we describe a feedforward downlink beamform-ing technique and its application and analysis. Finally, Chapter 6 summarizes thecontributions and future directions.
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Chapter 2DS-CDMA system model2.1 IntroductionCode-division multiple access (CDMA) is a strong candidate for future personal com-munications systems (PCS). There are two types of basic CDMA communicationsystems: one is direct sequence code-division multiple access (DS-CDMA), the otheris frequency-hopping code-division multiple access (FH-CDMA). A detailed compari-son of these two systems may be found in [8]. FH-CDMA is more suitable for militarycommunications while DS-CDMA is more suitable for commercial communications.This thesis is devoted to a DS-CDMA communication system.In a DS-CDMA communication system, there exist two communication links: froma mobile to a base station (uplink) and from a base station to a mobile (downlink).The system capacity is de�ned by both links. Therefore, beamforming should beimplemented in both the uplink and downlink to obtain a balanced capacity. In thisthesis, we consider a transmitting and receiving antenna array at the base stationonly. The cost and complexity of implementing an antenna array at the mobile ismuch greater over-all than that of implementing only at each base station [75].As beamforming is only concerned with the baseband modulation and demodula-tion of signals, we need not consider the coding and decoding process although suchprocess should boost the system performance as shown in Figure 2.1 and Figure 2.2.Therefore, we are only concerned about a simple signal model including spread-ing and despreading instead of a complex model which includes interleaving, coding,4



x - SpeechCoder - Encoder -Interleaver - Spreading -AntennaFigure 2.1: Conceptual uplink transmitter model at the mobile
x� SpeechDecoder � ViterbiDecoder � Deinterleaver� Despreading�Antenna

Figure 2.2: Conceptual uplink receiver model at the base station5



deinterleaving and decoding.There are many topologies of antenna arrays available. Without loss in generality,we consider the two most common topologies in the simulations contained in thisthesis: uniform linear array (ULA) and circular antenna array.This chapter describes relevant background material for the following chapters in-cluding: basic spreading and despreading processes and the relevant uplink and down-link signal models of a DS-CDMA system, the uplink and downlink channel modelsand the principle of beamforming using antenna arrays.A detailed introduction of CDMA may be found in [77, 57]. A comprehensive in-troduction of the mobile channel model used may be found in [34, 29]. Array signalprocessing background may be found in [65, 27, 30, 39, 60, 41]. A tutorial introductionto beamforming may be found in [74].
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b(t) -����� -x(t)6PN Chips c(t)Figure 2.3: Spreading in the uplink2.2 DS-CDMA uplink and downlink data modelFigure 2.3 shows the spreading process of a generic DS-CDMA communication system.We are concerned with the output of the spreading process. We may reasonablyassume that the input to the spreading process is a random variable. As we considera BPSK signal in this thesis, b(t), may only take the value of +1 or �1. In Figure2.3, c(t) is a Pseudo-Noise(PN) sequence taking the value of +1 or �1. We addressthe de�nition of the PN sequence later. The PN sequence is unique for each user.Suppose the symbol period is Tb and the chip period is Tc. After spreading, the outputsignal may be written as: x(t) = L�1Xi=0 pPb(t)c(t� iTc) (2:1)where P is the power of the signal andL = TbTc (2:2)is termed the processing gain. At the receiver, we simply use the same PN sequenceto despread the received signal and integrate over one symbol period Tb as shown inFigure 2.4. 7



x(t) -����� - R (:) -z(t)6PN Chips c(t)Figure 2.4: Despreading at the base station
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There are certain properties of a PN sequence that we have exploited in the signalcancellation algorithm proposed in this thesis. The PN chip sequences are generatedby a PN code generator and the desired random sequence should have the followingproperties [25]:I Probabilities of "0" and "1" are each 12II Run lengths(of zeros or ones) are as expected in a coin-ipping experiment;half of all run lengths are unity; one-quarter are of length two; one-eighthare of length 3; a fraction of 12n are of length n for all �nite n.III If the random sequence is shifted by any non-zero number of elements,the resulting sequence will have an equal number of agreements and dis-agreements with the original sequence.The sequences which satisfy the above three properties are termed Pseudo-Noisesequences. If c(t) is a PN sequence, it is zero mean, i.e.,Efc(t)g = 0 (2:3)Another important property is the cross-correlation between di�erent users' PNsequences. Let ci(t) and cj(t) represent the PN sequences of the user i and the user jrespectively. We expect the cross-correlation to be as small as possible, ideally, zero,i.e., Efci(t)cj(t)g = 0 (2:4)However, due to the di�erence in time delay of di�erent users' signals arriving at thebase station, Efci(t)cj(t� � )g 6= 0 (2:5)when � is not a multiple of the chip period Tc. This accounts for the interferences fromthe other users sharing the same frequency band in the uplink because the uplink usesasynchronous transmission. For the downlink, due to synchronous transmission, theinterferences from other users are zero in the same cell when there is no multipath.Now we examine the autocorrelation function of a PN sequence. It is easy to show9



that [55] R(� ) = 8><>: 1 � j� jTc if j� j � Tc0 otherwise (2:6)A plot of Eq. (2.6) is in Figure 2.5. From Eq. (2.6), we may conclude thatEfci(t)ci(t� � )g 6= 0 for j� j � Tc (2:7)Non-zero autocorrelation causes self-interference when the multipaths are present andthe relative delays of these multipaths are less than one chip period Tc. If the delay isgreater than one chip period, we may treat this as signals originating from a di�erentuser in the same cell. A detailed derivation of the crosscorrelation and autocorrelationfunctions of a PN sequence may be found [72, 73].
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2.3 Channel model in a cellular systemHere we consider a channel model in a cellular communication system. It is di�er-ent from other communication systems such as satellite communication systems, ormilitary communication systems. In a satellite communication system, our attentionis on the large path loss due to the long distance from the mobile to the satellite.An additive white Gaussian noise(AWGN) channel may be suited for this case. In amilitary communication system, the interference to the desired signal is narrow-bandjamming as well as thermal noise. In a cellular CDMA communication system, due touniversal reuse of frequencies, each user sharing the same frequency band is a sourceof interference. Thermal noise is less important here as a cellular CDMA communi-cation system is basically interference-limited. The path loss is less severe because ofsmall cell size. However, small cell size also causes interference to nearby base sta-tions. Cellular systems have been implemented in urban areas with high populationdensity, where tall buildings and trees attenuate the signals to some extent. As themobile moves, the Doppler e�ect causes signal carrier frequency expansion as will bedescribed in Section 2.3.3. Also, there are always scatterers around the mobile whichcause severe fast fading. In the following sections, we will examine each of thesee�ects.2.3.1 Path loss in a cellular systemThe propagation path between a mobile and a base station is complicated by theantenna height of the base station and mobiles, the carrier frequency used, the terrain,local scatterers around the mobile, large scatterers such as buildings and mountains.The path loss is de�ned as the di�erence between the e�ective power transmitted andaverage �eld strength of the received signal. The �eld strength of the received signalreects the magnitude of the signal transmitted at the carrier frequency band. Thereis no closed-form expression available for the actual path loss. Some propagationmodels have already been developed such as the Egli Model, the Longley-Rice model,the Okumura method and Hata model in [56]. In this thesis, for simplicity, we assumea fourth power loss in proportion to the distance between the base station and the12



mobiles.2.3.2 Shadowing e�ectOften, the long-term average of the signal strength varies slowly as well. This iscaused by large obstacles between the base station and the mobiles such as highbuildings and foliage. This random process is generally assumed to be lognormallydistributed or when all the values associated with this random process are measuredin decibels, it is a normal distribution. Suppose x is lognormally distributed, then itsdensity function is:p(x) = 8><>: 1p(2��2)xe�(lnx��)2=2�2 if x � 00 otherwise (2.8)The typical value of variance �2 in dB ranges from 4dB to 12dB. A plot of thedistribution function of Eq. (2.8) is in Figure 2.6.
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2.3.3 Fast fading in a cellular systemAs there are always some scatterers around the mobiles in an urban area, the magni-tude of the signal received by the mobile or by the base station uctuates. The phaseof the received signal changes as well. We use the uplink case for example. Supposethere are a total of Sk;l scatterers a�ecting the lth path of the kth mobile, we maywrite the complex gain in the direction of � due to the scatterers and the movementof the mobile as [64]: �(t) = K Sk;lXi=1Ciej!up vc cos(
i)t (2:9)where 
i is the angle of local scatterer i with respect to the direction of the mobilevelocity vector which is distributed uniformly, Ci is the complex reection coe�cientof the ith local scatterer and exhibits a complexGaussian distribution, c is the speed oflight,K is a constant including the e�ects of the mobile antenna gain and transmittedpower and fd = !up vc is termed as the maximum Doppler shift. The Doppler e�ectmay be thought of as the spectrum expansion of the carrier frequency. Ideally, for asingle frequency carrier, after the channel, the carrier spectrum should consist of twosharp peaks the same as the carrier spectrum before the transmission . Due to theDoppler e�ect, its spectrum is expanded tod(f) = 8><>: 1�fd 1p1�(f=fd)2 jf j � fd0 otherwise (2.10)as in Figure 2.7.
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In Chapter 5, we use Eq. (2.9) to derive the relationship between the uplink anddownlink channel gain. A typical fast fading channel is plotted in Figure 2.8. We seethe channel changes signi�cantly over time. However, as the data rate is high as well,i.e., 9600bits=sec, the magnitude of the channel gain is relatively stable for severaldata symbols as shown in Figures 2.9 and 2.10.
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Figure 2.8: A typical fading signal
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2.4 Beamforming and antenna arrays2.4.1 Multiple antenna array vs a single antennaIn this thesis, we consider a transmitter antenna array and a receiver antenna arrayat the base station. With careful design, the uplink and downlink may share thesame antenna array because the uplink and downlink use di�erent carrier frequencies,therefore their wavelengths are di�erent. In the case of one antenna element, thereis only one channel between the base station and the mobile. A multiple-elementantenna may be treated as multiple channels in the same frequency band. From themobile to the base station, it is a single point to multi-point communication; fromthe base station to the mobile, it is a multi-point to a single point communication aswe use an antenna array at the base station and a single antenna at the mobile. Amultiple access channel may accommodate more users than one antenna element only.The capacity depends on the relationship of these user signals . When these antennaelements are close to each other, such as one half-wavelength corresponding to thecarrier frequency for a single ray, the received signals at the di�erent antenna elementmay only di�er in phase while their magnitudes are nearly the same. This correspondsto perfect statistical correlation. When the antenna elements are far apart fromone other, for example, more than 10 wavelengths, the correlation between di�erentantenna elements may be very small [82]. They may be treated as independentchannels and the methods exploiting independent signal paths are termed diversitytechniques. We consider a closely-spaced antenna array in this thesis. For the caseof diversity, the reader may refer to [36, 81, 68, 82, 67]. Due to the local scatterersaround the mobiles, there are always many rays arriving at the antenna array from asmall angle. The e�ect of scattering causes magnitude di�erences in di�erent antennaelements. This cause the di�culty of estimating direction of arrival (DOA) of themobile in the case of an urban environment. However, in the case of a suburban areaor a rural area, scattering may be less of a problem and DOA information may beused in downlink beamforming. 20



2.4.2 Array response vectorWithout loss in generality, we consider a planar array where the centres of all elementslie on a single plane. While we use the uplink for illustration purposes, the analysisalso applies to the downlink. As mentioned in Section 2.4.1, we may treat multipleantennas as multiple channel communications. Each channel has a complex gainassociated with it. Let ai(!up; �i) represent the complex gain from the mobile to theith element of the antenna array, where !up is the uplink carrier frequency and �i isthe angle of arrival for the incident ray with respect to the horizontal line. Supposethe array has M elements, we may stack these M complex channel gains to form avector a, a = 266666664 a1(!up; �1)a2(!up; �2)...aM (!up; �M) 377777775 (2.11)If the mobile and the base station are far apart compared to the wavelength of thecarrier, we may treat incoming rays as planar waves. Later in the thesis, as we use theuniform linear array (ULA) and circular array in simulations, we present their arrayresponse vectors here. ULA is a special case of a planar array as the centres of theULA elements lie along a straight line. We consider the case of a single ray arriving atthe antenna array. In Figure 2.11, we have a circular array withM antenna elements.The adjacent elements have one-half wavelength spacing between them. Without lossin generality, we assume that one of the elements is at angle zero with respect to thehorizontal line. Therefore, the angles at which the elements are located on the circleare: i = (i� 1)(2�M ) i = 1; 2 : : : ;M (2:12)It has been shown in [41] thatacircular = Kcircular2666666664 ej �cos(��1)2sin(�=M)ej �cos(��2)2sin(�=M)...ej �cos(��M )2sin(�=M) 3777777775 (2.13)21



where Kcircular is a constant. For the case of ULA as in Figure 2.12,aula = Kula 2666666666664 1ej 2�� d(M�1) cos �ej 2�� 2d(M�1) cos �...ej 2�� Md(M�1)cos � 3777777777775 (2.14)where Kula is a constant.
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2.4.3 BeamformingAs multiple antennas provide multiple received signals originating from one source,we may combine these to increase the signal-to-noise ratio (SNR ). Suppose thereis only one mobile in the cell. At the antenna array, there is thermal noise in eachantenna element. A reasonable assumption is that the thermal noise is modelled asindependent, identically distributed (i.i.d) Gaussian white noise. Let ni(t) representthe thermal noise at ith antenna element, we stack ni(t) together,n = 266666664 n1(t)n2(t)...nM(t) 377777775 (2.15)Therefore the received signal may be expressed asr(t) = s(t)a+ n (2:16)where s(t) is the desired signal from the mobile. We use a complex-valued vector wto weight the received signal r(t),wHr(t) = s(t)wHa+wHn (2:17)It is well-known that choosing that w = a maximizes the SNR in Eq. (2.17) [41].Wa may use radiation pattern F� to illustrate this idea. De�neF� = jwH(')a(�)j (2:18)For each �, we vary the ' from �� to � and use Eq. (2.13) to calculate w(') anda(�) for a circular array. Typical radiation patterns of a circular array are shown inFigures 2.13 and 2.14. Often , a ULA is used in a sector with an angle spread of 120�.Therefore, we change the angle ' from ��3 to �3 . Typical radiation patterns of a ULAare in Figure 2.15 and Figure 2.16. 25
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As shown in Figures 2.13 � 2.16, when ' = �, we obtain maximum F�. Nowsuppose there are N users' signals arriving at the antenna array. Rather than maxi-mizing SNR, we may also form nulls to interferences from these other users. Whenthe number of users, N , exceeds the number of antennas, M , we no longer haveenough degrees of freedom (DOF) to form a null in the direction of all the inter-ferences. We maximize the signal-to-interference-plus-noise ratio (SINR) to obtainoptimum performance as will be presented in Chapter 3. The data model for themulti-user case is wHr(t) = s(t)wHa+ N�1Xi=1 si(t)wHai +wHn (2:19)Assume Efjnj2g = �2, then the optimum weights to maximize the SINR are [41]wopt = R�1a (2:20)where  is a constant which does not a�ect SINR, and can be omitted. From Eq.(2.19), it can be shown that the multi-access interference covariance matrixR = EfjN�1Xi=1 si(t)ai + nj2g= N�1Xi=1 PiaiaHi + �2I (2.21)where Pi = Efjsi(t)j2g and I is the identity matrix. We have assumed that thenoise random variables are mutually uncorrelated. In a DS-CDMA system, since thenumber of users far exceeds the number of antennas, we need not only to maximize thedesired signal but also suppress the interference from the other users. Furthermore,the array response vector may only be estimated from the received data. Since thechannel changes with time, we need to update the weights over time. We developthese techniques in the following chapters.2.5 SummaryThis chapter presented basic background information relevant to this thesis. DS-CDMA data models and the uplink and downlink channel models were presented.Two basic array patterns, the ULA and Circular Array were introduced. The principleof beamforming antenna arrays was presented.29



Chapter 3Using Signal Cancellation for OptimumBeamforming in a Cellular CDMASystem3.1 IntroductionIn Chapter 2, we have shown that maximum signal-to-interference plus noise (SINR)beamforming is desirable in cellular code-division multiple-access (CDMA) commu-nications systems employing base station antenna arrays as system capacity may beincreased several-fold [51]. Beamforming shows great potential for improving SINRwhich in turn increases cell capacity. To perform optimum SINR beamforming,we need to estimate an array response vector and an interference-noise (IN) covari-ance matrix [41]. Currently, estimation of the IN covariance matrix for optimumbeamforming requires great computational cost [51, 49]. As a result, sub-optimumbeamforming (maximumSNR) is used which does not require the IN matrix . How-ever, when the number of users is not very large and the distribution of users is notuniform, there is a large gap between maximum SINR and maximum SNR beam-forming performance. In this chapter, we propose a direct signal cancellation methodto estimate the interference-noise covariance matrix which increases SINR and de-creases computation compared with [51, 49]. Since DOA estimation of mobiles is alsoimproved, the method can potentially be applied to transmit beamforming in thedownlink. 30



This chapter is organized as follows: Section 3.2 describes our system model and inSection 3.4, our algorithm is compared with [51, 49] through analysis. A compari-son of computational requirements between our proposed signal cancellation methodand the code-�ltering method [51, 49] is presented in Section 3.5. Numerical andsimulation results are shown in Section 3.6 and the conclusions are made in Section3.7.3.2 System modelHere we consider the reverse (mobile to base station) link with Rayleigh amplitudefading, path loss, shadowing, and perfect power control in a generic cellular CDMAsystem. First we consider the single path case. Assuming a narrow band signal model,at time t, the baseband signal received at the M -element antenna array for the ithuser is: xi(t) = NXj=1 cj(t� �i;j)bj(t� �i;j)qPj(t)aj(t) + n(t) (3:1)where N is the total number of in-band mobiles, cj(t) is the pseudo noise (PN)sequence for the jth mobile de�ned ascj(t) = 1Xl=�1 cj;lp(t� lTc) (3:2)where Tc is the chip period and p(t) is the chip pulse assumed to be an arbitrarytime-limited waveform. PN chips are modelled as independent and identically dis-tributed (i.i.d) random variables taking values �1 with equal probability, bj(t) is theinformation bit sequence of the jth mobile, �i;j is the di�erential time delay of thejth mobile relative to that of the ith mobile, vector n(t) � N (0; �2I) represents i.i.dGaussian thermal noise, Pj is the total power received at the base station of the jthmobile, and aj(t) is the array response vector of jth mobile whose time-varying DOAis �j(t). Without loss of generality, for all i=1,2,...... N and j=1,2,...... N , we assumeself-synchronization, i.e. �i;i=0, and the signal bj(t � �i;j), chips cj(t) and noise n(t)are mutually uncorrelated. Chips from users j and k, cj(t) and ck(t), are assumedmutually uncorrelated as well as bits bj(t� �i;j) and bk(t � �i;k) for all k=1,2,......Nand k 6= j. The array response vector aj(t) is assumed to be unchanged over one31



information bit period Tb. The spreading gain L is de�ned as Tb=Tc. From [49],Rxxi(t) = Piai(t)ai(t)H + NXj=1;j 6=iPjaj(t)aj(t)H + �2I (3:3)where xi(t) is given in Eq. (3.1).3.3 Signal cancellation algorithm3.3.1 Code-�lteringUsing code-�ltering [49], the antenna outputs are correlated with PN codes to yieldone sample vector per information bit. At information bit nzi(n) = qTbqPibi(n)ai(n) + 1pTb Z Tb0 n(t)ci(t)dt+ NXj=1;j 6=i 1pTb Z Tb0 qPjbj(t� �i;j)cj(t� �i;j)ci(t)aj(n)dt (3.4)The post-correlation autocorrelation matrix can be de�ned asRzzi(t) = 1TcEfzi(n)zi(n)Hg (3:5)Using the result in [49, 72], we haveRzzi(n) = LPiai(n)ai(n)H + � NXj=1;j 6=iPjaj(n)aj(n)H + �2Tc I (3:6)where � is a constant. If the signal is rectangular, � will be 23 . In reality, the channelis bandlimited, therefore, the assumption of square transmitted pulse shapes do nothold. If this bandlimited channel has an ideal low pass �lter characteristics, � will beunity. However, this constant will not change the output SINR.3.3.2 Signal cancellationAn alternative to code-�ltering is now presented. This new algorithm is identical tothe code-�ltering algorithm if the covariance matricesRzzi , Rxxi are known perfectly.However, we will show later that the following algorithm has improved �nite-sample32
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Figure 3.1: Conceptual Signal cancellation algorithmperformance. That is, whenRzzi ,Rxxi are estimated from received data, the followingalgorithm has improved SINR performance as will be shown in Section 3.4. In ourproposed algorithm, the value of � will not a�ect the estimation of the array responsevector as we use two correlators and their outputs. Whatever the SINR is, theMAIis the same for the two correlators and the correlator's outputs will cancel each otherperfectly. We notice that in Eq. (3.6), Rzzi(n) is independent of the PN codes ofuser i as long as PN codes and information bits are random sequences. In additionto forming zi(n), we propose to also despread the array output with the PN code asshown in Figure 3.1: ccj(t) = 1Xl=�1(�1)lcj;lp(t� lTc) (3:7)It is straightforward to show that ccj(t) is a random binary sequence whereEf(�1)l+mcj;lcj;mg = 0; l 6= m (3:8)If we apply Eq. (3.7) to Eq. (3.4) as a matched �lter, we notice that after integrationover Tb, the signal term vanishes as long as L is even. In a practical system, it iseasily possible to select L as an even number. We obtain as outputyi(n) = 1pTb Z Tb0 n(t)cci(t)dt+ NXj=1;j 6=i 1pTb Z Tb0 qPjbj(t� �i;j)cj(t� �i;j)cci(t)aj(n)dt (3.9)33



Using an analogous de�nition to Eq. (3.5), we obtainRyyi(n) = � NXj=1;j 6=iPjaj(n)aj(n)H + �2Tc I (3:10)which is the interference and noise portion of Eq. (3.6). Alternatively, in [51, 49], theMAI correlation matrix is estimated asRnai(n) = �(Rxx � 1LRzzi) (3:11)where � depends on the bandwidth of the channel. However, this constant will notchange the output SINR.In [49], the array response vector is estimated as the generalized eigenvector corre-sponding to the largest eigenvalue of the Hermitian-de�nitematrix pencilRzzi�&Rxx.In [41], it is shown that the beamformer that will maximize the SINR has the formwi = R�1in ai, where we have dropped the time dependence to simplify notation.  isa constant which will not a�ect SINR and can be omitted [41]. Using our method,we calculate the optimum weights aŝwi = R�1yyiai (3:12)while using the method in [51, 49], the weights are given by~wi = R�1naiai (3:13)We should point out that only the phases of ŵi and ~wi a�ect the �nal SINR. Forthe case of multipath delay spread, generalization of the above is straightforward.3.4 Finite-sample performanceFirst, we show that our new method converges to the optimum solution. De�neSINRimax to be the SINR for the true array response vector ai and true interference-noise covariance matrix RIN . It can be shown that [41]SINRimax = LPiaHi R�1INai (3:14)To simplify the problem, we assume we have perfect array vector estimates usingboth methods. Let SINR1 denote the SINR of the proposed method and SINR234



denote the SINR of the proposed method in [49, 51]. Normalizing SINRimax [41, 60],let �̂i � SINR1SINRimax = jŵHi aij2ŵHi RINŵi 1aHi R�1INai (3:15)and ~�i � SINR2SINRimax = j~wHi aij2~wHi RIN ~wi 1aHi R�1INai (3:16)In [60], it is shown that �̂i is Beta-distributed, i.e.,�̂i � �(N �M + 2;M � 1) (3:17)where N is the number of samples used to estimate covariance matrix and M is thenumber of antennas. According to the Beta distribution,Ef�̂ig = N �M + 2N + 1 (3:18)Var(�̂i) = (N �M + 2)(N � 1)(N + 1)2(N + 2) ! 1N2 ; as N !1 (3:19)For optimality, �̂i = 1 and as N !1,Efj�̂i � 1jg = 1 �Ef�̂ig ! 0 (3.20)implying that �̂i converges in the mean and in probability to the optimum SINR,which means that the proposed method's estimate of SINR is consistent. AlsoEfj�̂i � 1j2g ! Efj�̂i �Ef�̂igj2g = Var(�̂i)! 0 (3.21)implying that �̂i converges in the mean-square sense to the optimum SINR.Using results in [41, 60], we now show that Ef�̂ig > Ef~�ig. Let R̂zzi ; R̂yyi denotethe maximum likelihood estimates of Rzzi and Ryyi respectively, where R̂yyi is anestimate of the IN matrix. Using the well-known Matrix Inversion Lemma [66],~wi = R�1naiai= [R̂zzi � LPiaiaHi ]�1ai= 11 � LPiaHi R̂�1zziai R̂�1zziai= �R̂�1zzia (3.22)35



where � is a scalar which will not a�ect the SINR. We therefore de�ne_wi = R̂�1zziai (3:23)and so Eq. (3.16) ~�i = j _wHi aij2_wHi RIN _wi 1aHi R�1INai (3:24)Letting Rzzi denote the true value of R̂zzi , we form another random variable �̂0i�̂0i = j _wHi aij2_wHi Rzzi _wi 1aHi R�1zziai (3:25)and so the relationship between ~�i and �̂0i is~�i = �̂0i1 + (1 � �̂0i)SINRimax (3:26)Since algebraically the random variable �̂0i is identical to �̂i [41, 60], they have thesame probability density function. Taking expectations,Ef~�ig = Ef �̂0i1 + (1� �̂0i)SINRimaxg < Ef�̂0ig = Ef�̂ig (3:27)The above inequality means that on the average, the output SINR achieved byEq. (3.12) is greater than the output SINR achieved by Eq. (3.13), particularly ifSINRimax is greater than 1. However, if SINRimax < 1, the di�erence between thetwo methods becomes negligible.3.5 Computational requirements comparisonIn Table 3.1, we compare the computational requirements in terms of the number ofoating point operations (ops) between our proposed signal cancellation algorithmand the code-�ltering algorithm. Both of them apply the recursive least-squares al-gorithm (RLS) as described in [48]. The overall computational complexity of thecode-�ltering algorithm is 24M2 + 16M plus the power method operations as shown[48] in Table 3.1. For our proposed signal cancellation algorithm, the overall compu-tational complexity is 21M2+13M plus the power method operations. In the step ofestimating principal eigenvector ai, both algorithms employ the power method which36



Step # Code-�lteringMethod Signal CancellationMethod1. Initialization 3M 3M2. Square root updating Rxxi 4M2 + 4M 4M2 + 4M3. Square root updating Rnai 7M2 + 7M Not needed4. Square root updating Ryyi Not needed 4M2 + 4M5. Estimating principal eigenvector ai O(M2) O(M2)6. Updating beamforming weights ŵi Not needed M27. Updating beamforming weights ~wi M2 Not neededTotal steps 1-7 O(M2) O(M2)Table 3.1: Computational requirements between the code-�ltering method and theproposed signal cancellation method in terms of opsrequires O(M2) ops. Therefore, the proposed signal cancellation method requiresthe same order of computation as the code-�ltering method, O(M2) as shown in Table3.1.3.6 Numerical and simulation resultsTo compare the algorithms described in Section 3.3, we perform a PN chip-level sim-ulation [10], to determine the correlation matrices. Eq. (3.1) is used to calculatexi(t), Eq. (3.4) is used to obtain zi(n), and Eq. (3.10) is used to acquire yi(n). Withthese data vectors, we can obtain their maximum likelihood �nite-sample autocorre-lation matrix estimates. In our simulation, we assume a 3-sector base station witha 5-element uniform linear array with half wavelength spacing in each sector. Thecell radius is 500m, 1=Tb = 9600bps, BPSK modulation is used, and the spreadinggain L=128. There are 25 mobiles randomly distributed in azimuth around the basestation with uniform distribution in [0�; 120�], and each mobile has three multipaths.The �rst path has SNR 7 dB, the second and third paths are 9:5 dB and 12 dB,respectively, less than the �rst path. The delay spread is assumed to be 7 chips overthe three paths. We assume the fading channel is Rayleigh with a path loss exponentof four, perfect power control, random mobile speeds of less than 60km/hour and37



weight vector updates occur every Tb seconds.As shown in Figure 3.2, we observe DOA tracking of the �rst path (SNR 7dB)over 50 information bits, which is a clear improvement over the method in [51, 49].We employ a 2D-RAKE receiver as in [51, 49], but with maximum-ratio combining toobtain a diversity gain [80]. In Figure 3.3, we observe the SINR gain of our methodas compared to [51, 49], which shows that we would obtain increased cellular systemcapacity. We notice that for the �rst 10 bits, the performance gap is not clear. Thisis as expected because we need at least 2M (in our case, M = 5) samples to get anaccurate estimate of the covariance matrices [60].
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3.7 ConclusionsIn this chapter, we proposed a new algorithm to directly estimate the interference-noise covariance matrix using PN signal cancellation. We obtained improved DOAestimation and an average increase of 2.5dB in output SINR compared with [51, 49].In addition, the computational complexity is less than that of [51, 49].
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Chapter 4The E�ect of Antenna ArrayBeamforming Errors on DS-CDMACommunication Systems4.1 IntroductionDigital beamforming can potentially increase system capacity several-fold by using anantenna array at the base station [49]. In optimum beamforming, we maximize thesignal to interference plus noise ratio (SINR) to suppress interference. As discussed inChapter 3, we must estimate the covariance matrix of the interference plus noise ma-trix as well as the array response vector from the sampled data of the array output toobtain weights which will be used to perform beamforming. There are several sourcesof errors in estimating these parameters, such as �nite data sample-size, imperfectarray response estimates, coloured noise, etc, which will reduce the performance ofoptimum beamforming algorithms.The e�ects of random errors on the performance of optimum beamforming havebeen studied by several authors [23, 7, 6, 22, 53]. In [7, 6], Gidaram, Cox, Comptonand Nitzberg considered the e�ect of mismatch which arises when there is imperfectknowledge of signal direction, such as when there is perturbation in the array responsevector, as caused by random additive errors [6]. In [22], Godara considered randomerrors in phase shifters and Nitzberg considered the e�ect of the quantization ofweights in [53]. In [23], Godara considered random errors in the array response42



vector and random errors in weights separately.In [23, 7, 6], Godara, Cox and Compton compared the di�erent e�ects of randomerrors on two di�erent methods to obtain the interference plus noise covariance: oneis calculated on the condition that the desired signal is absent, another is calculatedon the condition that the received signals are composed of the desired signal , theinterference and thermal noise, and they showed that the �rst method is more robustto random errors. In a radar system, it may be easy to obtain a signal free receivedsignal to estimate the interference plus noise covariance. In a cellular DS-CDMA sys-tem, however, it seems more di�cult. In [76], Viberg and Swindlehurst analyzed thecombined e�ects of �nite samples and model errors on array processing performanceon the condition that the number of the users is less than the number of antennas, asituation which is not suitable for CDMA systems.However, there has not been an analysis of the e�ect of covariance matrix erroronly and the combined e�ect of errors in the covariance matrix and array responsevector. In a generic DS-CDMA system, this is required since we must estimate boththe covariance of the interference plus noise matrix as well as the array responsevector from the sampled data of the array output to obtain optimum weights. Inaddition, the number of users is much larger than the number of antenna elementsin the DS-CDMA system and the power levels of di�erent users arriving at the basestation are nearly the same because of power control at the mobiles.In this chapter, the combined e�ect of estimation errors from �nite-sample co-variance data, interference and thermal noise is analytically determined. Simulationresults show agreement with analytical results.The organization of the chapter is as follows: Sections 4.2 � 4.4 will derive theformula for the perturbed SINR, Section 4.5 will apply the result to the speci�c algo-rithm and simulation and numerical results will be presented in Section 4.6, �nally,we state conclusions. 43



4.2 Error analysis formulationIn a CDMA beamforming system, the output SINR of the processor for a desireduser is : SINR = jjwHajj2wHQw (4:1)where jj:jj is the Euclidean norm and a is the desired user's array response vector,and Q represents the cochannel interference plus thermal noise covariance for thisdesired user. As discussed in Chapter 2, the weightsw = Q�1a (4:2)will maximize output SINR, and this maximum SINR is given by [41]:SINRmax = LPiaHQ�1a (4:3)where Pi is the received power of the desired user, and L is the processing gain.By maximizing the desired user's SINR through suppressing the interferences fromother users, we can greatly reduce the Bit Error Rate (BER) or, equivalently, wecan reduce the transmitted power of the mobiles, although there is not a simplerelationship between BER and SINR.First, we consider an ideal array response vector a and we know the estimationerror for Q. Let Q̂ denote the estimated Q matrix. Ideally, in a DS-CDMA system,Q can be shown to be [49][72]:Q = � NXj=1;j 6=iPjaj(n)aj(n)H + �2Tc I (4:4)where we have considered N users in the system and user i is the desired user, �2is the thermal noise power and aj is the array response vector for user j, Pj is thereceived power of user j, I is the identity matrix. We can see that Q is a Hermitianmatrix. If we estimateQ using the maximum likelihood method, for example, at leastwe can ensure Q̂ is Hermitian as well. Therefore, the error or perturbation matrix,", in the following equation is a Hermitian matrix, i.e.,Q̂ = Q + " (4:5)44



" = "H (4:6)We make the following further reasonable assumptions: each element of " has a zeromean, i.i.d complex Gaussian distribution:Ef"g = 0 (4:7)Ef"i;j"�k;lg = �w2�i;k�j;l (4:8)Ef"2i;jg = 0 ; for i 6= j (4:9)where �i;k represents the Kronecker delta function. We note that the error in thediagonal of " is real-valued, because " is a di�erence of two Hermitian matrices.Proposition 1 Ef""Hg =M�w2I (4:10)Where M is the number of the antenna array elements.Proof: Let � denote the matrix ""H. The (i,j)th element of � can be obtainedthrough matrix multiplication �i;j = MXl=1 "i;l"l;j (4.11)If i 6= j, using (4.8) , we know that �i;j = 0 (4:12)otherwise, if i = j, then �i;j = MXl=1 "i;l"l;i= MXl=1 "i;l"�i;l (4.13)Taking the expectation of both sides, we obtainEf�i;jg =M�w2 (4:14)QED 45



4.3 Analysis of covariance matrix errors4.3.1 Expected noise plus interference powerUsing �rst-order perturbations [69] we obtainQ̂�1 � Q�1 �Q�1"Q�1 (4:15)Let ŵ denote the estimated weight due to the perturbation of covariance matrix Q,e.g., ŵ = Q̂�1a (4:16)We obtain, using Q = QH, thatŵHQŵ = aH(Q�1 �Q�1"Q�1)Q(Q�1 �Q�1"Q�1)a= aHQ�1a� 2aHQ�1"Q�1a+ aHQ�1"Q�1"Q�1a (4.17)It is easy to show that EfaHQ�1"Q�1ag = 0 (4:18)Taking the expectation of both sides and using Eq. (4.18) result inEfŵHQŵg = aHQ�1a+EfaHQ�1"Q�1"Q�1ag (4:19)where the right-hand termEfaHQ�1"Q�1"Q�1ag = Ef("Q�1a)HQ�1("Q�1a)g= Tr(Ef("Q�1a)("Q�1a)HQ�1g)= Tr(Ef("Q�1a)("Q�1a)HgQ�1) (4.20)where Tr(:) denotes trace.Proposition 2 Ef("Q�1a)("Q�1a)Hg = �w2jjQ�1ajj2I (4:21)where jj:jj is the Euclidean norm. 46



Proof:We de�ne a vector d as d = Q�1a= [d1;d2; : : : ;dM ]T (4.22)Let c denote perturbation vector "d, i.e.,c = "d (4:23)Using matrix multiplication, we can obtain the ith element of vector c asci = MXl=1 "i;ldl (4:24)De�ne F = ("d)("d)H= ccH (4.25)Using matrix multiplication, we can show the (i ; j )th element of matrix F isFi;j = MXl=1 "i;ldl  MXm=1 "j;mdm!�= MXl=1 MXm=1 "i;l"�j;mdld�m (4.26)Taking the expectation of both sides and using Eq. (4.8), we know that only wheni = j; andl = mis EfFi;jg nonzero, and they can expressed asEfFi;jg = MXl=1Ef"i;l"�i;lgdld�l= MXl=1 �w2jdlj2= �w2jjdjj2 (4.27)47



and EfFi;jg = 0 i 6= j (4:28)QED Using the above result, (4.20) can be reduced toEfaHQ�1"�1Q�1"Q�1ag = Tr(�w2jjQ�1ajj2Q�1)= �w2jjQ�1ajj2Tr(Q�1) (4.29)Substituting (4.29) in (4.19) givesEfŵHQŵg = aHQ�1a+ �w2jjQ�1ajj2Tr(Q�1) (4:30)4.3.2 Expected signal powerIn calculating the numerator of Eq. (4.1) for w replaced by ŵ, i.e., E(jjŵHajj2), wenotice that aHQ̂�1a is a real-valued scalar, so we havejjŵHajj2 = jjaHQ̂�1ajj2= (aH(Q�1 �Q�1"Q�1)a)2= (aHQ�1a)2 � 2aHQ�1aaHQ�1"Q�1a + (aHQ�1"Q�1a)2 (4.31)Taking the expectation of both sides, we obtainEfjjŵHajj2g = (aHQ�1a)2 +Ef(aHQ�1"Q�1a)2g= (aHQ�1a)2 + �w2jjQ�1ajj2Tr(Q�1aaHQ�1)= (aHQ�1a)2 + �w2jjQ�1ajj4 (4.32)4.3.3 Perturbed SINRWhen there is error in estimating Q, but we have a perfect array response vector a,substituting Eq. (4.32) and Eq. (4.30) into Eq. (4.1), the perturbed output dSINR isdSINR = (aHQ�1a)2 + �w2jjQ�1ajj4aHQ�1a+ �w2jjQ�1ajj2Tr(Q�1) (4.33)We can easily show that @ dSINR@�w2 < 0 (4:34)48



which means dSINR decreases as the perturbation in Q increases. Also we can showthat dSINR < SINRmax = LPiaHQ�1a (4:35)We now consider the special case Q = KI (4:36)It can be shown, after some algebra, thatdSINR = SINRmax 1 + �w2K21 + MK2�w2 (4:37)From (4.37), as the number of antennas increases, the dSINR decreases due to theestimation error in Q.4.4 Analysis of combined covariance and arrayresponse errorsNext we will consider the combined e�ect when there are estimation errors in both Qand the array response vector a. Let â denote the perturbed array response vector,i.e., â = a+ � (4:38)where we assume that � is a zero mean, complex Gaussian vector, such thatEf�g = 0 (4:39)Ef�i��i g = �a2 (4:40)so we have Ef��Hg = �a2I (4:41)In addition, we suppose the error in a is independent of the error in Q. Usually, theerror in a is not independent of the error in Q because we may use the same sampleddata to estimateQ and a [49]. However, in our proposed algorithm [38], we can prove49



that they are independent. Details are given in Section 4.5. The perturbed weight isde�ned as ŵ = Q̂�1â (4:42)4.4.1 Expected signal powerFirst we determineE(jjŵHajj2) which is the numerator of the perturbed SINR, whereŵHa = âHQ̂�1a= âHQ�1a� âHQ�1"Qa (4.43)Also we have (ŵHa)H = aHQ�1â � aHQ�1"Q�1â (4.44)ThereforejjŵHajj2 = aHQ�1ââHQ�1a� aHQ�1"Q�1ââHQ�1a�aHQ�1ââHQ�1"Q�1a+ aHQ�1"Q�1ââHQ�1"Q�1a (4.45)Using similar reasoning, it is easy to show thatEfââHg = aaH + �a2I (4:46)Taking the the expectation of both sides of (4.45), we obtainEfjjŵHajj2g = aHQ�1(aaH + �a2I)Q�1a+EfaHQ�1"Q�1(aaH + �a2I)Q�1"Q�1ag (4.47)Splitting the right hand side expectation, we can show thatEf("Q�1a)HQ�1aaHQ("Q�1a)g = �w2jjQ�1ajj2Tr(Q�1aaHQ�1)= �w2jjQ�1ajj4 (4.48)and Ef("Q�1a)HQ�1Q�1("Q�1a)g = �w2jjQ�1ajj2Tr(Q�1Q�1) (4.49)50



Finally, we obtainEfjjŵHajj2g = (aHQ�1a)2 + �a2aHQ�1Q�1a + �w2jjQ�1ajj4+�a2�w2jjQ�1ajj2Tr(Q�1Q�1)� (aHQ�1a)2 + �a2aHQ�1Q�1a + �w2jjQ�1ajj4= (aHQ�1a)2 + �a2jjQ�1ajj2 + �w2jjQ�1ajj4 (4.50)where we have omitted the second-order term.4.4.2 Expected noise plus interference powerNext we take E(ŵHQŵ), the expectation of the denominator of the perturbed SINR.First of all ŵHQŵ = âHQ̂�1QQ̂�1â= âH(Q�1 �Q�1"Q�1)Q(Q�1 �Q�1"Q�1)â= âHQ�1â� 2âHQ�1"Q�1â+ âHQ�1"Q�1"Q�1â (4.51)Taking the expectation of both sides, we obtainEfŵHQŵg = Tr(EfââHgQ�1) +EfâH(Q�1"Q�1)(Q�1"Q�1)âg= Tr((aaH + �a2I)Q�1)+Tr((aaH + �a2I)EfQ�1"Q�1"Q�1g) (4.52)We note that Tr(aaHQ�1) = Tr(Q�1aaH) = aHQ�1a (4:53)We can show thatTr(aaHEfQ�1"Q�1"Q�1g) = �w2jjQ�1ajj2Tr(Q�1) (4.54)Finally, we obtainEfŵHQŵg = �a2Tr(Q�1) + aHQ�1a + �w2jjQHajj2Tr(Q�1)+�a2Tr(EfQ�1"Q�1Q�1"Q�1g)� aHQ�1a + �a2Tr(Q�1) + �w2jjQ�1ajj2Tr(Q�1) (4.55)In the above equation, we have assumed that the second order term is negligible.51



4.4.3 Perturbed output SINRThe perturbed output gSINR is found by taking the ratio of Eq. (4.50) and Eq.(4.55): gSINR = (aHQ�1a)2 + �a2jjQ�1ajj2 + �w2jjQ�1ajj4aHQ�1a + �a2Tr(Q�1) + �w2jjQ�1ajj2Tr(Q�1) (4:56)Again, let us consider the special case, whereQ = KI (4:57)where K is a constant scalar. We can show thatgSINR = SINRmax1 + 1M �a2 + 1K2�w21 + �a2 + MK2�w2 (4:58)which is a generalization of (4.37). If we assume that �w2 is zero, then we obtain theperturbed SINR due to the error in array response vector onlySINR = SINRmax1 + 1M�a21 + �a2 (4:59)We will examine the sensitivity of SINR with respect to covariance error andarray response error. These sensitivities are de�ned as [32]senarray = @ gSINRgSINR@�a2�a2 (4.60)and senmatrix = @ gSINRgSINR@�w2�w2 (4.61)We can show that (omitting the minus sign)senarray = M�1M �a2(1 + �a2 +M�w2)2 (4.62)and senmatrix = (M � 1)�w2(1 + �a2 + MK2�w2)2 (4.63)Recall that �a2 and �w2 represent the estimation error variance for the array responseand MAI, respectively,K2 represents the variance of the actual MAI, and M is the52



number of antennas. As a way of interpreting Eqs. (4.62) and (4.63), in the contextof the signal cancellation algorithm, consider the case where the estimation errors,�a2 and �w2 are small. It is clear thatsenarray �! �a2 (M � 1)M (4:64)while senmatrix �! �w2(M � 1) (4:65)As we increase the number of antennas to increase the SINR, the sensitivity toarray response errors does not change while the sensitivity to MAI matrix estimatesincreases proportionally.4.5 Application to maximum SINR beamformingIn Chapter 3.3 we proposed a new algorithm to estimate the MAI directly throughsignal cancellation using PN chip properties. We estimate a from post-correlationzi(n) as the principle eigenvector of the autocorrelation of zi(n) accurately if the pro-cessing gain is high and we estimate Q directly from yi(n). We have the followingresult:Proposition 3 The error in a is uncorrelated with the error in Q in our proposedalgorithm. Further, if we make the assumption that the sampled data is an i.i.dGaussian process, the error in a is independent of the error in Q in our proposedalgorithm.Proof:To prove this, we only need to show that the outputs of two correlators are uncorre-lated. De�ne vectorsaz = qTbqPibi(n)ai(n)bz = 1pTb Z Tb0 n(t)cci(t)dtcz = NXj=1;j 6=i 1pTb Z Tb0 qPjbj(t� �i;j)cj(t� �i;j)ci(t)aj(n)dt53



and by = 1pTb Z Tb0 n(t)ci(t)dtcy = NXj=1;j 6=i 1pTb Z Tb0 qPjbj(t� �i;j)cj(t� �i;j)cci(t)aj(n)dtin terms of the quantities de�ned in Chapter 3. In DS-CDMA systems, recall thatwe have made the following assumptions:(a) Signal is uncorrelated with thermal noise;(b) Di�erent users have uncorrelated zero mean random information bits, taking value�1; and(c) Noises in di�erent correlators are independent zero-mean Gaussian processes.Using assumption (a), we obtain EfazbHy g = 0EfbzcHy g = 0EfczbHy g = 0Using assumption (b), we obtain EfazcHy g = 0Using assumption (c), we obtain EfbzbHy g = 0Next we show that EfczcHy g = 0Thus, EfczcHy g = Ef NXj=1;j 6=i 1pTb Z Tb0 qPjbj(t� �i;j)cj(t� �i;j)ci(t)aj(n)dt54



� NXl=1;l6=i 1pTb Z Tb0 qPlbl(t� �i;l)cl(t� �i;l)cci(t)al(n)Hdt)g= Ef NXj=1;j 6=i NXl=1;l6=i 1pTb Z Tb0 Z Tb0 qPjqPlbj(t� �i;j)bl(u� �i;l)�cj(t� �i;j)cl(u� �i;l)ci(t)cci(u)aj(n)al(n)HdtdugUsing assumption (b), we know thatEfbj(t� �i;j)bl(u� �i;l)g = �j;lSo EfczcHy g = NXj=1;j 6=i 1pTb Z Tb0 PjEfci(t)cci(t)gaj(n)aj(n)Hdt= 0We have used the property that over one information bitci(t)cci(t) = 0Actually, we have used this PN chip property to cancel the signal in our proposedalgorithm. Finally, we can conclude thatEfyi(n)zi(n)Hg = 0QEDSo Eq. (4.56) can be applied to the proposed signal cancellation algorithm of Section3.3. That is, errors in array response are decoupled from errors in the MAI matrix,and the previous sensitivity analysis applies. However, in the case of code-�ltering, itis not true that the errors �a2 and �w2 are independent. In fact, the array responseerrors are a function of the MAI matrix errors in the code-�ltering algorithm dueto the matrix subtraction. This further limits the performance of the code-�lteringalgorithm since as the number of antennas are increased, both senarray and senmatrixmust increase.4.6 Numerical results and simulationsIn our simulations we assume a 3-sector base station with uniform linear array withhalf wavelength spacing in each sector. We will consider, 3, 5 and 7 element antenna55



arrays. There are 25 mobiles randomly distributed in azimuth around the base stationwith uniform distribution in [�60�; 60�]. We suppose that we have perfect powercontrol and input Eb=N0 is 7 dB. The desired signal comes from 30�. Also, the errorin Q is relative to its diagonal elements which are much larger than the o�-diagonalelements. The error in a can be relative to any element of a because they have thesame amplitude for a uniform linear array. For each simulation, 10000 runs wereused. In Figure 4.1, we assume we have the perfect array response vector and weshow the e�ect of errors in Q. In Figure 4.2, we assume we have perfect Q and showthe e�ect of errors in the array response vector. In Figures 4.3-4.6, we assume we haveerrors both in Q and the array response vector, and we hold the errors in the arrayresponse vector constant. We can see that the simulation results agree closely withthe theoretical results . As expected, the degradation of the output SINR increasesas the number of antennas increases. We notice that for the same error variance in aand Q, there is more SINR decrease due to errors in Q which are shown in Figure 4.1and Figure 4.2.

56



−30 −25 −20 −15 −10 −5
4

5

6

7

8

9

10

11

12
Total tries= 10000;  Eb/N0= 7dB

Variance of errors relative to the diagonal element of covariance Q (dB)

O
ut

pu
t S

IN
R

(d
B

)

3 ELEMENTS

5 ELEMENTS

7 ELEMENTS

SINR(Simulated)           
Eq.(4.33) (Theorem)       
Optimum SINR Eq.(4.1)     Figure 4.1: Output SINR with respect to errors in the MAI matrix

57



−30 −25 −20 −15 −10 −5 0 5 10
3

4

5

6

7

8

9

10

11

12

13
Total tries= 10000;  Eb/N0= 7dB

Variance of errors in array response vector (dB)

O
ut

pu
t S

IN
R

(d
B

)

3 ELEMENTS

5 ELEMENTS

7 ELEMENTS

SINR(Simulated)           
Eq.(4.59) (Theorem)       
Optimum SINR Eq.(4.1)     Figure 4.2: Output SINR with respect to errors in the array response vector

58



−30 −25 −20 −15 −10 −5
4

5

6

7

8

9

10

11

12
Total tries= 10000;  Eb/N0= 7dB

Variance of errors relative to the diagonal element of covariance Q (dB)

O
ut

pu
t S

IN
R

(d
B

)

5 ELEMENTS
Variance of array response error: −5 dB

SINR(Simulated)           
Eq.(4.56) (Theorem)       
Optimum SINR Eq.(4.1)     

Figure 4.3: Output SINR with respect to errors in the MAI matrix and the arrayresponse vector: array response error �5dB
59



−30 −25 −20 −15 −10 −5
4

5

6

7

8

9

10

11

12
Total tries= 10000;  Eb/N0= 7dB

Variance of errors relative to the diagonal element of covariance Q (dB)

O
ut

pu
t S

IN
R

(d
B

)

5 ELEMENTS
Variance of array response error: −10 dB

SINR(Simulated)           
Eq.(4.56) (Theorem)       
Optimum SINR Eq.(4.1)     

Figure 4.4: Output SINR with respect to errors in the MAI matrix and the arrayresponse vector: array response error �10dB
60



−30 −25 −20 −15 −10 −5
4

5

6

7

8

9

10

11

12
Total tries= 10000;  Eb/N0= 7dB

Variance of errors relative to the diagonal element of covariance Q (dB)

O
ut

pu
t S

IN
R

(d
B

)

5 ELEMENTS
Variance of array response error: −15 dB

SINR(Simulated)           
Eq.(4.56) (Theorem)       
Optimum SINR Eq.(4.1)     

Figure 4.5: Output SINR with respect to errors in the MAI matrix and the arrayresponse vector: array response error �15dB
61



−30 −25 −20 −15 −10 −5
4

5

6

7

8

9

10

11

12
Total tries= 10000;  Eb/N0= 7dB

Variance of errors relative to the diagonal element of covariance Q (dB)

O
ut

pu
t S

IN
R

(d
B

)

5 ELEMENTS
Variance of array response error: −20 dB

SINR(Simulated)           
Eq.(4.56) (Theorem)       
Optimum SINR Eq.(4.1)     

Figure 4.6: Output SINR with respect to errors in the MAI matrix and the arrayresponse vector
62



4.7 ConclusionIn this chapter, we presented the e�ect of antenna array beamforming errors on DS-CDMA communication systems. We have considered the situation where the errorsin estimating the array response are independent from the errors in estimating theMAI. We have shown that the degradation of the output SINR increases as thenumber of antennas increases. When the variance of the errors in both the arrayresponse and the MAI matrix are the same, such as �15dB, there is nearly nodegradation in the output SINR due to array errors but there is a 0:5dB SINRdegradation due to MAI matrix errors in the case of a 7-element array. We havealso shown that as we increase the number of antennas to increase the SINR, thesensitivity to array response error does not change while the sensitivity to MAImatrix estimates increases proportionally. This analysis has been applied to thesignal cancellation algorithm presented in Chapter 3, where Monte-Carlo simulationresults and analytical calculation agreed quite closely.
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Chapter 5A Feedforward Approach to DownlinkBeamforming5.1 IntroductionIn a cellular CDMA communication system, there are two links in the system; theuplink (mobile-to-base-station) and the downlink(base-station-to-mobile). As the ca-pacity is only partially determined by the uplink, we also address downlink capacity.In [71, 52, 51], researchers have shown that the capacity may be improved with atransmitting antenna array at the base station. In this thesis, we also consider atransmitting antenna array at the base station. As the mobile should be kept assmall as possible, an antenna array at the mobile may be impractical. One advantageof an antenna array at the mobile is that the antennas may be implemented in a com-pact manner. However, the cost and complexity of implementing an antenna array atthe mobile is much greater overall than that of implementing only one array at eachbase station [75]. Here we consider a single antenna at the mobile and a single cell.Generalization to a multi-cell situation is left as future work.In order to perform downlink beamforming, we need to know the downlink channelvectors for all the users in the same cell. For the uplink, the base station may esti-mate the channel vector for the mobiles. However, there is no such inherent feedbackfor the downlink. Therefore, the key problem in the downlink is how to estimate thedownlink channel vector. 64



This chapter presents downlink beamforming in a cellular CDMA system. The re-lationship between the uplink and the downlink channel is described in Section 5.3. Athorough analysis of downlink beamforming and then the criteria for downlink beam-forming are conducted in Section 5.4. In Section 5.5, we present a new approachfor downlink channel estimation through the feedforward method. A perturbationRLS algorithm is proposed in Section 5.6. In Section 5.7, we compare our proposedmethod with a previous probing and feedback method. The conclusions are presentedin Section 5.8.5.2 Related researchThe uplink beamforming in a CDMA system has been well studied [42, 9, 50, 43,45, 44, 70, 47, 46, 49, 51, 11, 84]. There are some studies for downlink beamformingfor a FDMA or TDMA system [19, 20, 17, 83, 63, 21, 24, 18, 13, 14, 40, 81, 54, 5].In a TDMA system, the base station can use the estimated uplink channel vectorfor downlink beamforming as long as the time di�erence is small. For a FDMAsystem, the base station may use the estimated uplink channel vector for the downlinkbeamforming as long as the frequency di�erence is small. In [21], Raleigh proposesto use channel subspace invariance to estimate downlink channel spatial covariancefrom the uplink channel spatial covariance on the condition that the carrier frequencydi�erence between the uplink and downlink is small. Channel subspace invariance isdescribed in Section 5.3.1. This beamforming method degrades with an increasein frequency di�erence. In [84], Zetterberg proposes to form a transmitting beamtowards the mobile based on array response and directional information estimatedfrom the uplink data in a TDMA system. The result in [84] is that capacity is largelydependent on the spread angle of the locally scattered rays in vicinity of the mobile.In [19, 20, 17], Gerlach proposes to use probing and feedback to estimate downlinkchannel vectors in a TDMA/FDMA system. However, for CDMA systems, to the bestknowledge of the author, there are few results. We may not use the estimated uplinkchannel vector information for a CDMA system as we will explain in Sections 5.3 and5.4.1. Therefore, the key problem in downlink beamforming in a CDMA system is65



to estimate the downlink channel vector of the mobiles and make this informationavailable to the base station where the downlink weights are formed. The viablemethods seem to involve feedback as in [19, 20, 17]. The feedback idea originatesfrom [79], where Widrow presents a method of maximizing the delivered power by asatellite antenna array to a ground station using feedback from the ground stationback to the satellite. Akaiwa proposes a feedback scheme for diversity transmission ina TDMA system in [1]. The mobile feeds back the information about which antennahas the strongest signal arriving at the mobile. In [36], Liang proposes to perturb thetransmitter weight vector with orthogonal variations and feedback the perturbationresponses at the mobile to the base station. The base station uses a Kalman �lter totrack the variations of the channel vector for an indoor FDD communication system.5.3 Relationship between uplink and downlink chan-nels5.3.1 Channel subspace invariance between the uplink anddownlinkFirst, we review the channel model for the uplink and then we use reciprocity toobtain the downlink channel model. Here, for brevity we omit the white noise inthe base station receiver as it does not a�ect the channel propagation model. Forsimplicity, we use complex baseband signals to represent the output signals of theantenna array due to the kth mobile:rup(m) = LXl=1 ak(�k;l; !up)�up;k;l(mTb; !up)bk(mTb � �k;l) (5:1)where we suppose there are L di�erent paths for the kth mobile and each path has anassociated DOA, �k;l, a corresponding array response vector ak(�k;l; !up), a complexchannel gain �up;k;l(mTb; !up) and a relative delay �k;l. In Eq. (5.1), Tb is the symbolperiod and bk(mTb � �k;l) is the transmitted symbol sequence of the kth mobile, and!up is the uplink carrier frequency. There are three factors that a�ect the channelgain �up;k;l(mTb; !up): fast fading resulting from the local scatterers surrounding the66



kth mobile, shadowing and path loss. Therefore, we may write �up;k;l(mTb; !up) as�up;k;l(mTb; !up) = �k;l(mTb; !up)q�k;l(mTb)d n̂2k (5:2)where �k;l(mTb; !up) represents the fast fading e�ect, �k;l(mTb) represents shadowing,usually modelled as having a log-normal distribution, and n̂ is the order of the pathloss with a typical value of 4. The local scatterers around the kth mobile cause thefast fading. The motion of the kth mobile causes Doppler shifts. The large buildingsor trees cause shadowing or slow fading. Supposing there are a total of Sk;l scatterersa�ecting the lth path of the kth mobile, then we may write [64]�k;l(mTb; !up) = K Sk;lXi=1Ciej!up vc cos(
i)mTb (5:3)where 
i is the angle of local scatterer i with respect to the direction of the mobilevelocity vector, Ci is the complex reection coe�cient of the ith local scatterer, cis the speed of light, and K is a gain constant. De�ning �2up;�k;l as the variance of�up;k;l(mTb; !up), it is easy to show that�2up;�k;l = �k;l(mTb)K2PSk;li=1 jCij2dn̂k (5:4)From Eq. (5.4), we see that the long term average of the variance is independentof the carrier frequency !up. However, for this to be true, the scatterers around thekth mobile must not change abruptly. For a weak path, we should not expect thisinvariance. Using reciprocity, we may write the downlink response due to the lthpath at the kth mobile asrdown;k;l = wHk;lak(�k;l; !down)�down;k;l(mTb; !down)bk(mTb � �k;l) (5:5)where wk;l is the weight we apply to the lth path. We will present the criterion laterin this chapter to describe how to select the wk;l. We use ak(�k;l; !down) to representthe downlink array response vector for the lth path of the kth mobile. Similar to Eq.(5.2), �down;k;l(mTb; !down) = �k;l(mTb; !down)q�k;l(mTb)d n̂2k (5:6)67



We also see that �2up;�k;l is independent of frequency, and if the scatterers around thekth mobile do not change abruptly in a short time for a strong path, we obtain�2down;�k;l = �2up;�k;l= �k;l(mTb)K2PSk;li=1 jCij2d n̂2k (5.7)5.3.2 Instantaneous relationship between the uplink anddownlink channel gainIn this section we examine the instantaneous relationship between the uplink channelvector and the downlink channel vector. Generally, for a CDMA system, for exampleIS-95, the uplink and the downlink use di�erent carrier frequencies and the di�erenceis more than 45MHz. We can show that when the frequency di�erence is more than200kHz, the instantaneous correlation between the uplink channel gain and the down-link channel gain is very small. Assuming that the relative delays between di�erentmobiles are uniformly distributed over [��max; �max], by using the model in Section5.3.1, it is straightforward to show that:Ef�down;k;l(mTb; !down)�up;k;l(mTb; !up)�g = �2up;�k;lsinc(�max(!up � !down)) (5:8)where �2up;�k;l is independent of carrier frequency. A typical value for �max is 10�sec,if j!up � !downj is more than 200KHz. From Figure 5.1, we obtainEf�down;k;l(mTb; !down)�up;k;l(mTb; !up)�g � 0 (5:9)The above expression is in contrast to Eq. (5.7), where the long term average of thechannel gain is the same for the uplink and the downlink.
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5.4 Downlink beamforming problem formulationHere we consider downlink beamforming in a cellular CDMA system. The downlinkdi�ers greatly from the uplink in terms of interference, existing information, etc. Inthe uplink, the signals arrive at a base station from di�erent mobiles and typically havedi�erent angles of arrival (DOA), thus they experience di�erent channels. As a resultof this fact, the signals from di�erent mobiles have di�erent fading channel gains. Fora desired mobile signal, the interferences will uctuate in magnitude because of thedi�erent fading channel gains for the interferences. In contrast, in the downlink, theinterferences for a desired mobile go through the same fading channel as the desiredmobile, and therefore, its signal model will change accordingly.First, we consider the simplest case and omit the interferences from the othercell base stations. Suppose there are N users in a cell and the base station formsa di�erent weight vector for each user. The criteria of selecting the weights will beaddressed later in this chapter. Without loss in generality, we consider the kth userand its corresponding array response vector, ak. For notational simplicity, we dropthe time index t when it's not required. After de-spreading, the received signal atkth mobile is rk = NXj=1;j 6=kwHj akbk +wHk akbk + nk (5:10)where nk is white noise and is independent of the interferences and the desired sig-nal. Here, ak includes both the array response vector and the channel gain. Forconvenience, we may rewrite Eq. (5.10) as:rk = wHakbk + nk (5:11)where w = NXj=1wj (5:12)Now we will �nd a demodulation method to decode bk given rk. As we use a BPSKsignal, there are only two choices for estimate b̂k: +1 or -1. If we know the true valueof w and bk or wHak, we propose to use an MMSE estimator to decode bk. We choose70



an estimate b̂k to minimize jjrk �wHakb̂kjj2 (5:13)Expanding Eq. (5.13) we obtainjjrkjj2 � (wHak)�rkb̂k �wHakr�kb̂k + jjwHakjj2 (5:14)Obviously, jjrkjj2 and jjwHakjj2 do not a�ect the selection of b̂k. It can be shown that[61] b̂k = �Ref(wHak)�rkg (5:15)minimizes Eq. (5.13), where � is a positive constant. This is simply a decorrelatorif we know wHak. Now we examine the output of this correlator. Letting yk denotethe output, we obtain yk = (wHaKbk + nk)(wHak)� (5:16)The average SNR of the kth mobile is given bySNRk = EfjjwHakjj4gEfjj(wHak)�nkjj2g= EfjjwHakjj2g�2 (5.17)The signal-to-noise ratio (SNR) a�ects the quality of decoding. We should maintainthe average SNR above a threshold so that the bit error rate (BER) is below somepreset value. Since we can not transmit arbitrary power at the base station, therefore,we constrain the transmission power according tojjwjj2 = P (5:18)where P is a constant. Rather than maximize the SNR for the kth mobile in isolation,we need to maximize the SNR jointly for all the users in the same cell. That is, weMaximize SNRk for k = 1; 2; : : : ; N: (5:19)To simplify Eq. (5.19), we instead propose to maximize the sum of all users' averageSNR. That is, we maximize NXk=1EfjjwHakjj2g (5:20)71



subject to jjwjj2 = P (5:21)It can be shown that w is the eigenvector corresponding to the largest eigenvalue ofthe matrix EfPNj=1 akaHk g [41].5.4.1 E�ect of uncorrelated noiseTo maximize the SNR of the kth mobile, we need to set our weights to the eigenvectorcorresponding to the maximum eigenvalue of the matrix EfPNj=1 akaHk g. Here wede�ne Pideal = Ef NXk=1 akaHk g (5:22)when the base station knows the exact value of all downlink channel vectors. Letwideal denote the eigenvector corresponding to the largest eigenvalue of matrix Pideal.In addition, we de�ne Pestimate = Ef NXk=1 âkâHk g (5:23)when the base station may only estimate the value of downlink channel vectors. InEq. (5.23), âk denotes the estimated downlink channel vector. Let westimate denotethe eigenvector corresponding to the largest eigenvalue of matrix Pestimate. The SNRof the kth mobile is SNRk = EfjjwHakjj2g�2 (5:24)We normalize the SNR calculated by using weights westimate by the SNR calculatedby using weightswideal so we may obtain the relative SNR by using estimated channelvectors. We de�ne the relative SNR as�SNR = EfjjwHestimateakjj2gEfjjwidealHakjj2g (5:25)To maximizeEq. (5.25), we should choosewestimate as close as possible towideal. FromEq. (5.25), we need to know the downlink array response vector for each user in thecell. In a rural area, there are few scatterers around the mobiles, and we may treatthe downlink array response vector the same as the uplink channel vector. We mayuse the algorithm in Chapter 3 to perform downlink beamforming. However, due to72



estimation errors in the uplink, the uplink array response vector is corrupted by noise.Proposition 1 If the errors are Gaussian white noise, �SNR = 1, and so there is nodegradation in the SNR at the mobiles.Proof :Assume that âk = ak + nk (5:26)where nk is white noise vector with variance  k and is uncorrelated with the ak. Weremark that for each mobile the white noise variance does not have to be the same.Therefore, Pestimate = Ef NXk=1 âkâHk g= Ef NXk=1akaHk g+ NXk=1 kI= Pideal + NXk=1 kI (5.27)where I is the identity matrix. As long as the second term in Eq. (5.27) is a diagonalmatrix, the principal eigenvector of Pestimate and Pideal will be the same, so �SNR = 1,i.e, westimate = wideal and there is no degradation in performance in terms of averageSNR.QEDIn an urban area, however, due to the fading and the Doppler e�ects, the instanta-neous complex channel gain of the uplink and the downlink are uncorrelated. For astrong path, we may expect that the scattering environment around the mobile doesnot change abruptly in a short time, but for a weak path, this is not true. Forminga beam by using the estimated uplink channel vector may generate more multi-pathinterference instead of making a bene�cial contribution to the received signal at themobile. In urban areas, therefore, we need to estimate the downlink channel vectorwithout the help of the uplink channel vector. Furthermore, it has been shown in73



[51] that with perfect downlink channel vectors, we may increase system capacityseveral-fold.5.5 A feedforward approach for downlink channelestimationGerlach has proposed to use probing and feedback to estimate the downlink channelvectors in the TDMA or FDMA access scheme [19, 20, 17].In [4, 3, 2], the European CODIT system is proposed and analyzed. Every mobiletransmits data and a control signal to the base station. The control channel is usedto adapt the con�guration of the data channel to a service or demand of the radionetwork.Here we suppose that the feedback channel from the mobile to the base stationis available. We propose a feedforward approach to estimate the channel vector atthe mobiles and feed it back to the base station in a CDMA system. Without lossin generality, suppose we need to estimate the channel vector for the kth mobile.We notice that in Eq. (5.10), w = PNj=1wj is common to all the users in the samecell. We propose to feedforward this information to all users in the same cell throughthe pilot or other dedicated channel to ensure reliable reception. Here, we proposeto use the pilot channel or other dedicated channel to transmit weight information.We may use any other channel which ensures reliable transmission. This is di�erentfrom Gerlach's methods in [19, 20, 17], where required probing signals must lie in ornear the frequency band of the information signals. In [19, 20, 17], the informationsignals may not be transmitted in the probing stage while in our proposed methodsimultaneous probing and information transmission is possible.5.5.1 Using MMSE to estimate the initial channel vectorCurrently, we suppose we may obtain a noise-free w at the mobile through the pilotchannel. Further, due to the pilot channel, at the mobile stations, we may estimatethe scalar channel gain from the base station, i.e., wHak, for the kth user which we74



denote by gk = wHak (5:28)ak is the channel vector we desire to estimate. We remark that gk will be contaminatedby the thermal noise at the mobile. The estimation of gk from the pilot channel willnot be addressed in this thesis. The reader may refer to [4]. For gk and the w, wepropose to use the minimum mean square error criteria to estimate ak, i.e.,âk = argmaxâk jjgk �wHâkjj2 (5:29)De�ne ymmse = jjgk �wHâkjj2 (5:30)Expanding (5.30),ymmse = (gk �wHâk)H(gk �wHâk)= jjgkjj2 � gHk wHâk � âHk wgk + âHk wwHâk (5.31)Di�erentiating ymmse with respect to âk, we obtain@ymmse@âk = �(gHk wH)T + (wwHâk)� (5:32)Setting Eq. (5.32) to zero, wwHâk = wgk (5:33)We notice that wwH is a rank-one matrix and therefore the solution of Eq. (5.33) isnot unique. One possible solution isâk = (wwH)ywgk (5:34)where y denotes the Moore-Penrose pseudo-inverse [66]. We will use this solutionlater to obtain an initial estimate of âk.5.5.2 Recursive updating channel vector estimatesHere we propose to use the recursive least-squares (RLS) algorithm to estimate down-link channel vectors [26]. Without loss in generality, we estimate the kth mobile'schannel vector. At time i, we have the following equation:gk(i) = wH(i)ak + nk(i) (5:35)75



As before, gk(i) is the estimated scalar channel gain for the kth mobile at time instanti. If we obtain L̂ snapshots of the scalar gain gk(i), we have:gk(1) = wH(1)ak + nk(1) (5.36)gk(2) = wH(2)ak + nk(2) (5.37)...gk(L̂) = wH(L̂)ak + nk(L̂) (5.38)De�ne the error term e(i) = gk(i)�wH(i)ak (5:39)Our fading memory cost function is de�ned as#(L̂) = L̂Xi=1 �L̂�ije(i)j2 (5:40)where � is the forgetting factor and is usually chosen in the range0 < � � 1 (5:41)To minimize #(L̂), we express Eq. (5.35) to Eq. (5.40) as the system of equationsW(L̂)ak = F(L̂) (5:42)where the L̂�M matrix W(L̂) = L̂Xi=1 �L̂�iw(i)wH(i) (5:43)where M is the number of transmitting antennas at the base station, and we havethe L̂� 1 vector F(L̂) = L̂Xi=1 �L̂�iw(i)g�k(i) (5:44)We notice that W(L̂) may also be written recursively asW(L̂) = L̂�1Xi=1 �L̂�i�1w(i)wH(i) +w(L̂)wH(L̂)= �W(L̂� 1) +w(L̂)wH(L̂) (5.45)76



and F(L̂) may be written asF(L̂) = �F(L̂ � 1) +w(L̂)g�k(L̂) (5:46)Applying the well-known matrix inversion lemma [66] to Eq. (5.45), we obtain arecursive equation for the inverse of the weight matrixW(L̂):W�1(L̂) = ��1W�1(L̂ � 1) � ��2W�1(L̂� 1)w(L̂)wH(L̂)W�1(L̂� 1)1 + ��1wH(L̂)W�1(L̂� 1)w(L̂) (5:47)De�ne the terms in Eq. (5.47) S(L̂) =W�1(L̂) (5:48)and u(L̂) = ��1S(L̂ � 1)w(L̂)1 + ��1wH(L̂)S(L̂� 1)w(L̂) (5:49)We obtain the weight inverse update asS(L̂) = ��1S(L̂ � 1)� ��1u(L̂)wH(L̂)S(L̂� 1) (5:50)Similarly we obtain the array response update asak(L̂) = ak(L̂� 1) + u(L̂)�(L̂) (5:51)where the innovation sequence is�(L̂) = gk(L̂)�wH(L̂� 1)ak(L̂) (5:52)From Eqs. (5.49) and (5.52), we may update the channel estimates recursively. Toinitialize of the above RLS algorithm, we set ak(0) according to Section 5.5.1. Usually,we initializeW(0) (and therefore S(0)) byW(0) = �I (5:53)where � is a small positive constant. In Figure 5.2, we summarize the RLS algorithmto estimate the kth mobile's channel vector.77



Initialize the RLS algorithm:set L̂ = 0;W(0) = �I (S(0) = ��1I) andak(0) = (w(0)wH(0))yw(0)gk(0)For each instant of time, L̂ = 1; 2; : : :, computef 1. Updating u(L̂)u(L̂) = ��1S(L̂�1)w(L̂)1+��1wH(L̂)S(L̂�1)w(L̂)2. Updating �(L̂)�(L̂) = gk(L̂)�wH(L̂)ak(L̂� 1)3. Updating ak(L̂)ak(L̂) = ak(L̂� 1) + u(L̂)��(L̂)4. Updating S(L̂)S(L̂) = ��1S(L̂� 1)� ��1u(L̂)wH(L̂)S(L̂� 1)gFigure 5.2: Summary of the RLS algorithm for estimating the kth mobile's downlinkchannel vector 78



5.5.3 Implementation issues in the RLS algorithmWe note that Eq. (5.47) involves �nding inverse of matrix W, which requires W tobe full rank. To lessen this requirement, we may express W asW(L̂) = GTGH (5:54)where M � L̂ matrix G is a function of the chosen weightsG = hw(1) w(2) : : :w(L̂)i (5:55)and full rank L̂� L̂ matrix T is de�ned as:T = 266666664 �L̂�1 0 : : : 00 �L̂�2 : : : 0... ... . . . ...0 0 : : : �0 377777775 (5.56)where � > 0. Next, we show the necessary condition of making matrixW full rank.Proposition 2 The rank of M � L̂ matrix U is equal to the rank of M �M matrixUUH, i.e., rank(U) = rank(UUH) (5:57)where U 2 CM�L̂, where C denotes complex �eld.Proof:The range space of U is de�ned asRange(U) = fUx;8x 2 CL̂g (5:58)Similarly, Range(UH) = fUHx;8x 2 CMg (5:59)Range(UH) is a subspace of CL̂. The null space of U, �(U), is de�ned as�(U) 4= fx 2 CL̂ such that Ux = 0g (5:60)�(U) is a subspace of CL̂ as well. It is well known [66] thatCL̂ = Range(UH) + �(U) (5:61)79



where the sum refers to direct summation of subspaces. As x 2 CL̂, we obtainx = UH� +w (5:62)where � 2 CM and Uw = 0. Therefore, we obtainRange(U) = fU(UH� +w);8� 2 CM ;w 2 �(U)g= fUUH�;8� 2 CMg= Range(UUH) (5.63)Therefore rank(U) = rank(UUH) (5:64)QEDProposition 3 To make W(L̂) full rank, we must haverank(G) =M (5:65)Proof:Since the dimension of matrix G is M � L̂ where M � L̂,rank(G) �M (5:66)Therefore, we need only show that rank(G) < M (5:67)leads to a contradiction. Now supposerank(G) < M (5:68)As � is a positive constant, the matrix T may be factored asT = EE (5:69)80



where the matrix E is de�ned asE = 266666664 � L̂�12 0 : : : 00 � L̂�22 : : : 0... ... . . . ...0 0 : : : �0 377777775 (5.70)De�ne matrix U asU = GE= � � L̂�12 w(1) � L̂�22 w(2) : : : � L̂�L̂2 w(L̂) � (5.71)In the following, we will show thatrank(U) = rank(G) (5:72)First, suppose that rank(U) < rank(G) (5:73)then there exist a set of complex scalars ei (i = 1; 2; : : : ; L̂) so thatL̂Xi=1 ei� L̂�i2 w(i) = 0 (5:74)where there are exactly rank(U) + 1 nonzero ei. Therefore we can �nd rank(U) + 1nonzero scalars _ei, so that L̂Xi=1 _eiw(i) = 0 (5:75)where _ei = ei� L̂�i2 (5:76)Therefore rank(G) < rank(U) + 1 � rank(G) (5:77)Using a similar argument, we can show that rank(U) > rank(G) is impossible. SinceW(L̂) = GTGH = GE(GE)H = UUH (5:78)and we have shown in Proposition 2rank(UUH) = rank(U) < M (5:79)81



we may obtain rank(W) < M (5:80)This is a contradiction to rank(W) =M . Therefore, we conclude that rank(W) < Mis impossible.QEDThe matrix W(L̂) is dependent on the channel vector of all the users in thecell. The fading and mobility of the mobiles a�ect W(L̂). It is desired that if thetransmitted weights change over time, W(L̂) should remain full rank. At the sametime, these weights should not change abruptly so that the feedforward update ratecan be minimized.5.5.4 Numerical and simulation results5.5.4.1 The relative change of the downlink beamforming weightsHere we observe the behaviour of weight changes through simulation. We assumethere are N users uniformly distributed in azimuth in the cell. A circular antennaarray withM elements is installed at the base station for downlink beamforming. Weuse the third-order Butterworth �lter fading model [37, 28] shown in Figure 5.3.
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Each user experiences a fading channel which depends on the velocity of themobiles. We de�ne a maximum speed vmax and a minimum speed vmin respectively.The velocities of the mobiles are assumed uniformly distributed between [vmin; vmax].Here we assume that the data rate is 9600bits=sec. For each symbol, we collect allchannel vectors and calculate the principal eigenvector of the scatter matrix S =PNk=1 akaHk . Then we put a time window on these vectors of length L̂ to form amatrix with dimension M � L̂ and continuously check whether its rank is M (fullrank). In addition, we de�ne the measure of similarity�weight;i = jjw1jjjjwijjjjwH1 wijj (5:81)where jj:jj is the Euclidean norm. We use �weight;i to measure the relative changebetween the weight vector w1 and weight vectors wi.In a simulation run, we �x the number of users (N = 30) and vary the speed ranges:one is [0; 50]Km=h, the other is [0; 100]Km=h. We generate the speeds of themobiles through a uniform distribution generator. Two hundred independent MonteCarlo simulations are conducted to calculate �weight;i. The results are compared inFigure 5.4. We repeat the above but instead �x the speed range of the mobiles to[0; 50]Km=h and vary the number of users in the cell: one is 30 users, the other is 50users. The results are compared in Figure 5.5. We notice that in Figure 5.4, the abso-lute value of �weight;i increases with the speed as the channel vector of a higher speedmobile changes more quickly; in Figure 5.5, the absolute value of �weight;i decreaseswith the increased number of the mobiles as the sum of more users' channel vectorsare less random. The simulations indicate that the matrix W always maintains fullrank and the weights wi change gradually rather than abruptly which is desirable toreduce downlink transmission bandwidth.
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5.5.4.2 Ill-conditioning due to slow change in the weight sequenceNow we use the RLS algorithm to estimate channel vectors of the mobiles. First,we assume that the channel vector of user i remains constant. We use the weightswi obtained through the simulation in Section 5.5.4.1. The ideal scalar response giis obtained through Eq. (5.28) (assuming a perfect pilot channel). We compare themean square error (MSE) for di�erent forgetting factors �. The mean square error attime i is de�ned in [26] and we normalize it by the norm square of the true channelvector, i.e., MSEi = jjâi � aijj2jjaijj2 (5:82)where jj:jj is the Euclidean norm, âi is the estimated channel vector of user i andai is the corresponding true channel vector. We apply the RLS algorithm and theresults are compared in Figure 5.6 for di�erent forgetting factors. Apparently, thereare large errors in estimating the channel vector. The reason is the slow change of theweight sequencewi over the timewindow. This may be demonstrated by the followingsimulation. We replace the weight sequence wi by a sequence of complex Gaussianrandom vectors with unity variance, and use Eq. (5.28) to obtain the correspondingideal scalar response. We then use the RLS algorithm to estimate the channel vectorand calculate the MSE. The results are shown in Figure 5.7.Now we examine the non-stationary case. The channel vector of user i changeswith the time. Unlike the stationary case, if we use the weightswi obtained in Section5.5.4.1 to track the the channel vector, the RLS algorithm completely fails to trackthe channel vector. The reason is the small change of the weights wi.
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5.6 A perturbation RLS algorithm (PRLS)5.6.1 PRLS algorithmFeedforwarding wi at each symbol to the mobiles may cause a large number of extratransmissions although we may transmit the di�erences of the weights. In addition,the feedforward channel should have a higher data rate than normal informationtransmission channels to provide the RLS algorithm a weight vector wi at each up-date. In Section 5.5.4.1, we have shown that the weight sequence wi changes slowly.In Section 5.5.4.2, we have demonstrated through simulation that a random weightsequence improves the RLS algorithm performance. It has been shown in [33] thatgood parameter identi�cation requires the application of a frequency-rich input. Arandom sequence is the ideal candidate for such application. In the following, wepropose a perturbation RLS algorithm (PRLS) to estimate downlink channel vectors.We divide the downlink transmission time into equal time intervals. Each time inter-val is equivalent to FTotal symbols (each lasting Tb seconds). The weight vector wiremains constant during an interval and is updated at the end of each interval. Eachinterval is further divided into four consecutive stages as in Figure 5.8:Stage-I Feedforward a weight vector to all mobiles. This lasts Ff symbols.Stage-II Use the RLS algorithm to estimate channel vectors at mobiles. Thislasts Fe symbols.Stage-III The mobiles feedback the estimated channel vector to the base station.This lasts Fb symbols.Stage-IV The base station updates the weight vectorwi. This lasts Fu symbols.Therefore we obtain FTotal = Ff + Fe + Fb + Fu (5:83)Ff and Fb may be minimized by appropriate quantization and coding. Fe is de-termined by the RLS algorithm and should be minimized. We use simulation todetermine Fu. Fu depends on the e�ciency of the algorithm to calculate the principaleigenvector of the matrixPNk=1 akaHk and may be omitted and is not considered here.91



As we �x the weight vector wi during one interval, the full rank condition in Eq.(5.65) is not valid. Here we propose to perturb the weight wi in the channel estima-tion stage by a sequence of independent and identically distributed (i.i.d) Gaussianrandom vectors as in Figure 5.9. Therefore, the new weight vector isŵi = wi +$jjwijj�wi (5:84)where jj:jj is the Euclidean norm, $ is a real positive scalar and �wi is a unit varianceGaussian random vector, i.e., Ef�wi�Hwig = I (5:85)where I is the identity matrix. As perturbations in Gaussian random vectors maybe made the same at both the base station and mobiles, we need not transmit theseGaussian vectors to the mobiles. In addition, the base station knows the weight wiat the beginning of the perturbation stage, the variance of the perturbation Gaussianrandom vectors may be chosen as a scalar multiple of the norm of the weight wi, i.e.,$jjwijj. The scalar channel gain due to the perturbed weights ŵi isĝi = ŵHi ai (5:86)where ai is the true channel vector. Then we may apply the RLS algorithm to estimatedownlink channel vectors.
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5.6.2 E�ects of the perturbationNow we examine the average SNR of the kth mobile due to the perturbation. LetSNRk;p denote the average SNR of the kth mobile due to the perturbation. Analo-gous to Eq. (5.16), the output of the correlator at the perturbation stage isyk;p = (ŵHakbk + nk)(ŵHak)� (5:87)where ŵ comes from Eq. (5.84) and we have dropped the time index i as the weightvector wi is constant over one interval. Therefore, similarly to Eq. (5.17), we obtainSNRk;p = EfjjŵHakjj2g�2= Efjj(w+$jjwjj�wi)Hakjj2g�2= EfjjwHakjj2 + jjwjj2jj($�wi)Hakjj2g�2= EfjjwHakjj2 + jjwjj2$2jjaHk akjjg�2 (5.88)where we have used Eq. (5.85) to simplify SNRk;p. Compared with Eq. (5.17), weobtain extra power as we perturb the weight vector w to estimate channel vectorsPextra = jjwjj2$2EfjjaHk akjjg (5:89)The relative extra power is de�ned as�extra = PextraEfjjwHakjj2g= jjwjj2$2EfjjaHk akjjgEfjjwHakjj2g (5.90)Proposition 4 �extra has a lower bound of $2.Proof :Using the well-known Cauchy � Schwarz inequality, we obtainjjwHakjj2 � jjwjj2jjakjj2 (5:91)94



Therefore �extra � jjwjj2$2EfjjaHk akjjgEfjjwjj2jjakjj2g (5:92)As we �x the weight vector during updates, jjwjj2 may be pulled out from the expec-tation in the denominator, we obtain�extra � jjwjj2$2EfjjaHk akjjgjjwjj2Efjjakjj2g = $2 (5:93)The equality holds if and only if w = �ak (5:94)where � is a constant.QEDWe implement the PRLS algorithm at the cost of extra power consumption. However,as shown in Section 5.6.4, the perturbation stage is very short (15 � 20 symbols forthree antenna elements) because of the fast convergence of the PRLS algorithm. Inaddition, we may select a small $, such as 0:1, so that we get improved performancewith trivial extra power consumption.5.6.3 SNR loss due to the PRLS algorithmHere we examine the loss in average SNR due to �xing the weight vector during aninterval. We compare with the case of updating the weight w at each symbol. In thelatter case, the average output SNR during one interval according to Eq. (5.17) isSNRopt = EfjjwHi aijj2g�2= PFTotali=1 jjwHi aijj2�2FTotal (5.95)In the case of the PRLS algorithm, the average output SNR during one intervalaccording to Eq. (5.90) isSNRPRLS = EfjjwHaijj2g+ Pextra�2= PFTotali=1 jjwHaijj2 + FTotaljjwjj2$2PFf+Fe+1k=Ff+1 jjaHk ak jj2Fe�2FTotal (5.96)95



As the perturbation increases SNRPRLS , we may examine the worst case where weomit the extra power due to the perturbation, thereforedSNRPRLS = PFTotali=1 jjwHaijj2�2FTotal (5:97)De�ne �PRLS = j dSNRPRLS � SNRoptjSNRopt (5:98)Therefore we obtain�PRLS = jPFTotali=1 jjwHaijj2 �PFTotali=1 jjwHi aijj2jPFTotali=1 jjwHi aijj2 (5:99)5.6.4 Numerical and simulation resultsHere we conduct simulations to compare the performance of the PRLS algorithmunder di�erent conditions. We track three typical mobiles: the mobile with themaximum speed, the mobile with the median speed, the mobile with the minimumspeed. We vary the number of the users in the cell and vary the speed ranges ofthe mobiles and compare the MSE calculated by Eq. (5.82). In addition, we mayestimate the DOA from the estimated channel vector. The DOA is estimated by�̂ = argmin�̂ jja(�)� â(�̂)jj2 (5:100)where jj:jj is the Euclidean norm, � is the true DOA and �̂ is the estimated DOA.The mean square error for the DOA estimation is de�ned asMSE�̂ = (�̂ � �)2 (5:101)The forgetting factor � is 0:6 in the simulation. In Figures 5.10 to 5.19, we showmean square errors of channel vector estimates in terms of the relative Euclideannorm de�ned in Eq. (5.82) and DOA de�ned in Eq. (5.101). In the case of speedrange 0 � 50Km=h, the PRLS algorithm converges very fast, e.g., 15 � 20 symbolsfor a 3-element array; for the case of speed range 0 � 80Km=h, the PRLS algorithmconverges slower, taking about 40 symbols to converge. Also the convergence rateincreases as the number of users increases. At the same symbol index, e.g., 15, MSEis 10�2 for 50 users but nearly 10�3 for 80 users as shown in Figures 5.12 and 5.14.96



To get an accurate DOA estimate, the Euclidean norm of channel estimation errorsshould be around 10�3. The results also show that Fe is around 15 � 20 or 5M � 7M ,respectively, whereM is the number of antennas. Such a small value of Fe makes Eq.(5.90) nearly zero which means that very little extra transmitted power is needed inimplementing the PRLS algorithm. In addition, we calculate the relative SNR changethrough Eq. (5.99) and results are compared in Figures 5.20 to 5.24. The results showthat there is only a very small performance penalty by �xing the beamforming weightsover 40 symbols.
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Figure 5.10: Using the PRLS algorithm to estimate the channel vector for 30 usersand the speed range 0 � 50 Km/h
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Figure 5.11: Using the PRLS algorithm to estimate DOA for 30 users and the speedrange 0 � 50 Km/h
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Figure 5.12: Using the PRLS algorithm to estimate the channel vector for 50 usersand the speed range 0 � 50 Km/h
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Figure 5.13: Using the PRLS algorithm to estimate DOA for 50 users and the speedrange 0 � 50 Km/h
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Figure 5.14: Using the PRLS algorithm to estimate the channel vector for 80 usersand the speed range 0 � 50 Km/h
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Figure 5.15: Using the PRLS algorithm to estimate DOA for 80 users and the speedrange 0 � 50 Km/h
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Figure 5.16: Using the PRLS algorithm to estimate the channel vector for 50 usersand the speed range 0 � 80 Km/h
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Figure 5.17: Using the PRLS algorithm to DOA for 50 users and the speed range0 � 80 Km/h
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Figure 5.18: Using the PRLS algorithm to estimate the channel vector for 80 usersand the speed range 0 � 80 Km/h
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Figure 5.19: Using the PRLS algorithm to estimate the channel vector for 80 usersand the speed range 0 � 80 Km/h
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Figure 5.20: Using the PRLS algorithm to estimate the channel vector for 30 usersand the speed range 0 � 50 Km/h
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Figure 5.21: Using the PRLS algorithm to estimate the channel vector for 50 usersand the speed range 0 � 50 Km/h
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Figure 5.22: Using the PRLS algorithm to estimate the channel vector for 80 usersand the speed range 0 � 50 Km/h
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Figure 5.23: Using the PRLS algorithm to estimate the channel vector for 50 usersand the speed range 0 � 80 Km/h
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Figure 5.24: Using the PRLS algorithm to estimate the channel vector for 80 usersand the speed range 0 � 80 Km/h
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Step # Number of Flops1 M2 2M2+2M3 M4 M5 4M2Table 5.1: Computational complexity of the PRLS algorithm5.6.5 Computation complexity of the PRLS algorithmHere we examine the computation complexity of the PRLS algorithm. The PRLSalgorithm is summarized in Figure 5.25. Table 5.1 gives the number of oating pointoperations(ops) for each step of the PRLS algorithm in Figure 5.25. The overallcomplexity of the PRLS algorithm is 6M2 + 5M . Compared with the standard RLSalgorithm, the PRLS algorithm requires M more ops in Step 1 in Figure 5.25. Thenumber of ops is the number of multiplication operation involved. We note thatwe make no distinction between real and complex numbers. As in Step 1, 2, 5, theproduct of a complex vector and a real scalar � will be require M complex ops.
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Initialize the RLS algorithm:L̂ = 0;W(0) = �I (S(0) = ��1I) andset ŵ(0) = w which is fed forward by the base station;For each instant of time, L̂=1,2,: : :, computef 1. Updating the perturbed weight vector ŵ(l)ŵ(L̂) = ŵ(0) +$jjwjj�wL2. Updating u(L̂)u(L̂) = ��1S(L̂�1)ŵ(L̂)1+��1ŵH(L̂)S(L̂�1)ŵ(L̂)3. Updating �(L̂)�(L̂) = gk(L̂)� ŵH(L̂)ak(L̂� 1)4. Updating ak(L̂)ak(L̂) = ak(L̂� 1) + u(L̂)��(L̂)5. Updating S(L̂)S(L̂) = ��1S(L̂� 1)� ��1u(L̂)ŵH(L̂)S(L̂� 1)gFigure 5.25: Summary of the PRLS algorithm for estimating the kth mobile's down-link channel vector 114



5.7 Application and Comparison5.7.1 Application to TDMA and FDMA systemThe proposed method may be applied to TDMA or FDMA communication systems.We only need a downlink channel to feedforward weight information to the mobiles.As all mobiles share this downlink channel, the overhead entailed by adding this extrachannel is small. In a FDMA system we do not need the frequency of the feedforwardchannel to lie in or near the frequency band of the information signals. This givesus a exible choice. In a TDMA system we have exible choice of the time slot. Inaddition, we have to estimate the scalar channel gain of the mobile stations. Thismay be done using the known 14 synchronization symbols in each user slot of 162symbols in an IS-54 system [78]. In FDMA we may use a pilot tone to estimate thescalar channel gain.5.7.2 Comparison of feedforward and feedback downlinkchannel estimationHere we compared the downlink channel estimation methods in terms of overheadentailed by the probe and feedback [19, 20, 17] and the feedforward and feedbackmethods presented in this thesis. In the following part of this chapter, we refer tothe probe/feedback method as the feedback method, and the feedforward/ feedbackmethod as the feedforward method. As both methods use feedback from the mobilesto the base station, we compare them �rst.5.7.2.1 Uplink comparisonIn Gerlach's method [19, 20, 17], the mobile quantizes the channel response of rprobing signals sent from the base station and feeds them back through the uplinkchannel. As the channel response of a speci�c probing signal is a complex number,we need to quantize each real/imaginary component of the channel response to b bitsof resolvability, therefore the number of bits for transmitting these response vectors115



Gerlach'sMethod ProposedMethodUplink overhead > 2Mb 2MbDownlink overhead Dedicated Analog Channel 2MbTable 5.2: Comparison between Gerlach's method and proposed methodat each time is 2rb. However, the feedback method requiresr �M (5:102)to uniquely determine the channel vectors at theM -element base station. In the feed-forward method, we quantize the estimated channel vector for that user and send itback through the uplink channel. As the dimension of the channel vector is M , thenumber of bits for transmitting the channel vector each time is 2Mb. Obviously, thefeed-forward method saves uplink bandwidth.5.7.2.2 Downlink comparisonIt is not possible to compare these two methods directly because in the feed-forwardmethod, we need not interrupt the transmission of information signals. However, inthe feedback method, the base station must stop transmitting information signals totransmit the probing signals because the probing signals lie in or near the frequencyband of the information signals. We therefore examine the overhead due to feed-forward or probing. In the feedback method, the base station transmits r probingsignals to all users sharing the same channel (frequency or time slot) in the same cell.In contrast, the feed-forward method quantizes the weights w and then broadcaststhem through the pilot channel since the weights are common to all users in the samecell site. Analogous to the uplink, we obtain the number of bits for transmitting thequantized weights at each time is 2Mb. The comparison is shown in Table 5.2.116



5.8 ConclusionThis chapter presented a novel approach for downlink channel estimation in a cel-lular CDMA system and applied a RLS algorithm to update the channel estimatescontinuously. A maximum SNR downlink beamforming scheme was proposed andanalyzed. We discussed implementation issues and the simulation results show theweights change smoothly at a smooth change in the MAI environment. Further, aperturbed RLS (PRLS) algorithm was proposed and analyzed and the simulationresults show we can estimate downlink channel vectors very accurately. Finally, weindicated how our method may be extended to TDMA and FDMA communicationsystems.
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Chapter 6Summary and Conclusions6.1 IntroductionThis thesis began with a brief description of the motivation behind the problems in-vestigated here. Then the background information for the thesis including DS-CDMAsystem data models, fading channel models and array signal processing techniques wasexamined in detail. An optimum uplink beamforming algorithm was proposed andanalyzed. Further, an error analysis of uplink optimum beamforming was conductedand applied to the proposed optimum uplink beamforming algorithm. Finally, a newtechnique for downlink beamforming was proposed and analyzed.This chapter �rst summarizes the contributions formulated in the thesis. Thenconclusions are made in Section 6.3 from the research results in the thesis. Finally,Section 6.4 presents several future research directions based on the thesis.6.2 Summary of contributions� An original optimum uplink beamforming algorithm employing signal cancella-tion method, was proposed. It used direct PN sequence signal cancellation toobtain a signal-free IN covariance matrix. This directly estimated interference-noise covariance was applied to optimumbeamforming. A �nite-sample analysisof the algorithmwas conducted and compared with the well known code-�lteringapproach [49] [51]. The proposed algorithm showed signi�cant improvement118



both in output SINR and DOA estimation.� The combined e�ect of estimation error from �nite-sample covariance data, in-terference and thermal noise was analytically determined. We quanti�ed how�nite-sample errors in the estimation in both the array response and covari-ance matrices a�ect system SINR. As an application of the above results, wehave applied this analysis to the optimum beamforming algorithm using signalcancellation proposed in Chapter 3. We showed that �nite-sample estimationerrors in the array response vector are independent of multi-access interferenceerrors in this algorithm.� A feedforward approach for downlink beamforming was proposed and analyzed.This algorithm reduces the amount of transmission overhead since channel esti-mates are obtained at the same time as data is being transmitted. We appliedthe RLS algorithm to estimate downlink channel vectors which are used to formthe downlink beamforming weight vector. A perturbation version of the RLSalgorithm was then proposed and analyzed to track the channel vector in anon-stationary environment. Finally, the application of feedforward approachto other multi-access wireless communication systems, TDMA and FDMA, wasbriey discussed.6.3 ConclusionsWe propose a new algorithm to directly estimate the interference-noise covariancematrix using PN signal cancellation. We obtain improved DOA estimation and anaverage increase of 2.5dB in output SINR compared with [51] [49]. In addition, thecomputational complexity is less than that of [51] [49].We presented the e�ect of antenna array beamforming errors on DS-CDMA com-munication systems. We have considered the situation where the errors in estimatingthe array response are independent from the errors in estimating the MAI. We haveshown that the degradation of the output SINR increases as the number of antennasincreases. When the variance of the errors in both the array response and the MAImatrix are the same, such as �15dB, there is nearly no degradation in the output119



SINR due to array errors but there is a 0:5dB SINR degradation due toMAI matrixerrors in the case of a 7-element array. We also show that as we increase the numberof antennas to increase the SINR, the sensitivity to array response error does notchange while the sensitivity to MAI matrix estimates increases proportionally. Thisanalysis has been applied to the signal cancellation algorithm presented in Chapter 3,where Monte-Carlo simulation results and analytical calculation agreed quite closely.A new approach for downlink channel estimation in a cellular CDMA system isproposed and a RLS algorithm was applied to update the channel estimates contin-uously. The results show the weights change smoothly with a smooth change in theMAI environment. With the help of weight perturbations, we may estimate downlinkchannel vectors much more accurately and use them for downlink beamforming.6.4 Future directionsIn Chapter 4, we have analyzed the e�ects of array response and covariance errors onthe output SINR. An analysis of error in DOA estimation and its e�ect on the SINRof the downlink may be useful in downlink beamforming in a rural enviroment wherethe estimated DOA from the uplink data was used for downlink beamforming.In Chapter 5, we have proposed a feedfward approach for downlink channel vectorestimation for the case of a single cell case. Generalization to the multi-cell andmulti-path case is a future research topic.
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