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Abstract

The conventional single-antenna receiver suffers in wireless fading channels from limitations
that preclude deployment of envisioned wireless applications. By increasing complexity, im-
provements are possible using multi-branch receivers. In particular, smart antenna arrays em-
ploy maximal-ratio combining (MRC) or statistical beamforming (BF) to exploit diversity and
array gain. However, varying azimuth spread creates unfavorable spatial correlation conditions
that diminish these gains, while BF and MRC complexity remains constant. On the other hand,
adaptive eigen-combining can yield near-optimum performance for more efficient resource us-
age. This motivates our study of maximal-ratio eigen-combining (MREC).

We unravel the relationship between MREC, BF, and MRC performance, and evaluate their
complexity. Outage and average error probability expressions are derived for MREC assuming
perfectly and imperfectly known channel gains. These results are specialized to MRC and BF,
as well as to well-accepted pilot-symbol-based channel estimation techniques. In the process,
new performance analyses are provided.

Numerical results for typical urban scenarios with variable correlation demonstrate MREC's
advantages. Existing criteria for optimum eigen-mode selection in MREC are reviewed, and a
new adaptation approach that accounts for channel condition, algorithm complexity, resource
availability, and intended performance level, is proposed and evaluated.

These single- and multi-branch receivers are then evaluated on a field-programmable gate

array (FPGA) in terms of symbol-detection performance and resource and power consumption.



MREC flexibility is shown to yield near-optimum performance for half of the hardware and
power requirements of MRC, or, equivalently, a doubling of the number of users which can be
handled with the same hardware. Smarter antennas, i.e., array receivers aware of the channel-
statistics, resource availability, and required performance, can thus be deployed.

Finally, for code-division multiple access (CDMA) systems, we specify an eigen-combining
approach. A recently-developed signal despreading method, which eliminates the intended sig-
nal, is exploited for interference-plus-noise correlation matrix calculation. After some trans-
formations, combining can once again be relegated to a few eigen-modes, for lower complexity

and improved performance.
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Chapter 1

Introduction

1.1 Motivation

Envisioned applications for current and future mobile and fixed wireless communications sys-
tems [44, 92] will require data rates, area coverage, symbol-detection performance, and user
capacities which surpass the capabilities of conventional, single-input single-output (SISO)
implementations, comprising one transmitting and one receiving antenna. Multi-branch trans-
ceivers exploiting the single-input multiple-output (SIMO) or the multiple-input single-output
(MISO) concepts, also known as smart antennas [79, 80], have been promoted to improve
the performance at no need for expensive new bandwidth [62, 106, 115, 123]. Therefore they
have been specified for implementation in mobile communications systems Bydt@ener-

ation Partnership Project (3GPP) [3, 4], as well as in Local and Metropolitan Area Networks
by the IEEE 802.11 and IEEE 802.16 standards [73, 79, 80]. More recently, the multiple-
input multiple-output (MIMO) concept has been proposed to enhance the spectral efficiency
[57,73,106,140].

In this thesis, we focus on cost-effective and power-efficient receivers that employ antenna



array signal combining. Without loss of generality and for greater clarity, the results are de-
scribed in the context of SIMO systems. However, with appropriate additional processing, the
same concepts can be straightforwardly generalized to MIMO receivers.

The SIMO smart-antenna concept has been attracting research interest and has been ex-
tensively developed over the past four decades [23, 33, 35, 36,42,43,61,62,79,80,83,87,99—
101,107,134, 147]. SIMO processing can be classified into two conceptually-distinct classes,
each optimizing performance for certain channel conditions, as described next. If there exists
line-of-sight communication between transmitter and receiver, antenna array received signals
tend to be highly correlated. Then, maximum average signal-to-noise ratio (SNR), i.e., sta-
tistical, beamforming (BF) is known to enhance symbol-detection performance, due to array
gain [99] [106, Section 1.2.1], over the SISO system. Conversely, when rich scattering [106]
occurs in the channel, maximal-ratio combining [34] (MRC) can yield significant diversity
gain [106, Sections 1.2.2, 5.3, Table 5.1, p. 101].

Nevertheless, for actual rural, sub/urban, and indoor channels, signals received with an
antenna array are never perfectly correlated (coherent) or decorrelated [130]. (Such a situation
is also characteristic of other multi-branch receivers, e.g., the taps of a CDMA RAKE [104]
[106, Section 5.7].) In this case of medium correlation, BF and MRC performance is worse
than that achievable with a pre-selected number of branches which are coherent or uncorrelated,
respectively [42,125, 128, 130]. Channel estimation [39, 90] inaccuracy will further degrade
performance [123, Section 9.9].

In actual mobile communications scenarios spatial branch correlation varies, although slow-
ly compared to the channel fading, due to changing azimuth angle spread (AS) [8]. Employing
BF or MRC then maintains high computational requirements, whereas performance varies.
The high complexity of multi-branch transceiver signal processing algorithms has been im-

peding their deployment in actual systems [79, 80] because it translates into high equipment



cost and power consumption. Smarter processing that adapts to channel statistics is thus ex-
pected to provide manufacturers, operators, and users with high-performing yet cost-effective
and power-efficient base-stations and mobile terminals.

Recently, eigen-combining, also known as eigen-beamforming, was proposed for receiving
antenna arrays as a more versatile approach in which both performance and complexity can
follow the channel statistics [35, 36, 42,47,48,76,77,83,106, 125,128, 130]. Ideally, eigen-
combining would exploit only those eigen-modes of the channel that yield most of the available
performance gain. Eigen-combining has previously been proposed as an enhancement to BF
for scenarios with non-zero azimuth spread [35, 36, 42, 83], as well as a lower complexity
alternative to MRC for scenarios with non-rich scattering [35, 36, 47,48, 76, 77]. MISO and
MIMO eigen-mode-based combining has also been analyzed [60, 106, 140, 154] and specified
for implementation by the 3GPP [3].

In this work we focus on receiver-side maximal-ratio eigen-combining (MREC), which

consists of two steps [125, 128, 130]:

1. The received signal vector is passed through the Karhunénd.dransform [59, 68]

(KLT), using a number of eigenvectors of the channel gain vector correlation matrix.

2. The elements of the KLT output signal vector are then linearly combined so as to maxi-

mize the SNR conditioned on the fading [34].

Since the channel statistics can vary as much as three orders of magnitude more slowly than the
fading [130], the computations involved in eigen-decomposition can be distributed over long
intervals, and thus do not represent a significant load, as opposed to the channel-fading-rate and
symbol-rate operations involved in channel estimation and signal combining [1, 35, 36, 130].

Previous studies have not clearly stated the relationships between MREC, BF, and MRC,



nor have these studies compared their optimum and suboptimum implementations given chan-
nel estimates [35, 36,42,47,48,76, 77,83, 125]. Furthermore, eigen-combining performance
evaluations have mainly relied on simulation [35,36,42,47,76,77,83], or analysis for unrealistic
power azimuth spectrum (p.a.s.) models [47,48]. In addition, even when eigen-combining was
proposed for problem-dimension reduction, the channel statistics alone controlled the compu-
tational savings [47,76,77]. The tradeoff between eigen-combining complexity and perfor-
mance has not been considered in detail thus far. However, as base-station receiver resources
become scarcer due to high system load, one may be satisfied with eigen-combining perfor-
mance achieved by considering only very few eigen-modes for certain users. On the other
hand, when resources are readily available, one could achieve better performance by exploit-
ing additional eigen-modes. Graceful controlled performance adjustments can then yield more
flexible upper limits on user capacities.

Formulas for BF and MRC performance measures such as average error probability (AEP)
and outage probability (OP) have not been readily available, even for perfectly known chan-
nels (p.k.c.). For instance, [89] considers MRC performance measures for the case of correlated
branches which can have unequal variances, but does not cover the case when some eigenval-
ues of the channel correlation matrix coincide. The recent MRC study from [123] considers
only special correlation cases. The newer results from [48] suffer from similar limitations as
those from [89], although they apply for imperfectly known channels (i.k.c.). Furthermore,
performance measure expressions proposed by other authors specifically for BF are not readily
available.

Comparative assessments by other authors of actual, fixed-point, implementations of MREC,
BF, and MRC, in terms of performance and receiver resource/power consumption averaged

over the channel statistics, are not available. Such evaluations are of utmost importance as they



can reveal issues which are not addressed by typical theoretical performance analysis. Of spe-
cial importance are implementations which rely on field-programmable gate arrays (FPGAS)
to cope with heavy computational loads [129].

FPGAs have recently moved from the level of simple glue logic for embedded systems into
the realm of intensive signal processing where they are quickly becoming very strong competi-
tors to digital signal processors (DSPs) and application-specific integrated circuits (ASICs).
FPGA producers boast significant on-chip enhancements, e.g., embedded DSP blocks and
memory [15, 149], that can speed-up algorithm execution several-fold over DSPs, through
hardware parallelism [17, 72]. Furthermore, FPGAs reprogrammability and integrated design
flows [11, pp. 55 - 56] can shorten the time-to-market as well as reduce the costs and risk of
new-product development, compared to ASICs, which are fully customized very-large-scale
integration (VLSI) chips [27]. FPGAs are thus very suitable for prototyping newly developed
signal processing algorithms. Numerous examples of such FPGA-based implementations of
advanced communications signal processing algorithms are presented in the current EURASIP
“Journal on Applied Signal Processingolume, and the upcoming “Special Issue on Field-
Programmable Gate Arrays in Embedded Systems”, of the EURARI&fal on Embedded
Systents to appear in thelth quarter 02006 Finally, the hardware reconfigurability allowed
by FPGA-based implementations permits optimization of systems already operational, and can
yield longer lifespan for deployed systems in an era of fast-changing standards, markets, and
applications [27].

FPGA chips are designed and fabricated to minimize power consumption whether in stand-
by or operation modes [82]. Nevertheless, power-aware application design can also make a
significant impact because consistently underutilized and underperforming implementations
waste resources and power [31, 121, 135, 150]. For multi-branch communications receivers,

frequently the channel does not offer performance-maximizing conditions for BF or MRC,



given the complexity of these algorithms, and the resources and power their implementations
consume. Although eigen-combining has been previously proposed for complexity reduction
and performance improvement, there does not seem to be research comparing actual perfor-
mance and resource/power consumption for FPGA-based implementations of BF and MRC,
and adaptive MREC. The actual power consumption and receiver cost savings, or the user
processing capacity increases achievable with MREC, have not been quantified.

Finally, code-division multiple access (CDMA) is commonly exploitedimd- and3rd-
generation (2G and 3G) wireless cellular communications systems [33, 71, 132, 134] to im-
prove the user capacity [134]. However, CDMA systems are interference-limited and so sig-
nificant performance improvements are possible with smart antenna array receivers employing
optimum combining [100, 101] or statistical beamforming [43], which, however, increase the
complexity. Lower complexity and further improvements have been claimed possible with
eigen-combining [36, 42]. Nevertheless, previously proposed algorithms [43,100, 101] rely on
the front-end, pre-correlation, received signal, which is generally quantized with low preci-
sion [122]. Furthermore, their performance depends on the actual chip-pulse waveform, and

their convergence may be slow.

1.2 Thesis Overview

Within the following five chapters of this thesis we investigate the single- and multi-branch
receivers introduced above. We summarize our results and indicate possible future work in the
last chapter. The appendix sections provide reference material and further details on certain
issues discussed in the main body of the text, which is organized as follows.

Chapter2 provides the background on SISO communications systems, to demonstrate the

need for performance improvements. It takes us from the transmitted M-ary Phase Shift Keying



(MPSK) signal model, through the performance-degrading effects of receiver noise, multipath
fading (with a focus the Rayleigh distribution), and channel gain estimation inaccuracy.

Chapter3 introduces the multi-branch receiver signal model, and presents methods em-
ployed thereafter for symbol-detection performance analysis, i.e., to determine formulas for the
average error probability and the outage probability. The traditional signal combining methods,
i.e., BF and MRC, are then described for p.k.c., along with the derivation of their performance
measures. Numerical results indicate that significant performance improvements are possible
due to antenna and diversity gains. Nevertheless, the fading distribution parameters and corre-
lation can change that. MREC is described next and analyzed for p.k.c. The fact that MREC is
a superset of BF and MRC is documented. It is then shown that SIMO performance gains over
SISO can be seriously diminished by channel estimation inaccuracy. For two common channel
estimation techniques, and for optimum and suboptimum eigen-/combining we then find that
BF and MRC are still performance-equivalent to special cases of MREC. These equivalencies
are used to derive performance measures for BF and MRC in fairly general cases, e.g., when
the channel gains have the same distribution type, but have non-zero correlation and non-equal
variances. Finally, the numerical complexity is evaluated for BF, MRC, and MREC.

Chapterd introduces the more realistic Laplacian power azimuth spectrum (p.a.s.) and the
azimuth angle spread (AS) model for typical mobile wireless channels. BF, MRC, and MREC
performance dependence on azimuth spread is evaluated. The need for adaptive use of MREC
is demonstrated. Existing as well as new criteria for MREC adaptation are then described.
Promising performance improvements and complexity reductions are shown to be possible.

Chaptel5 presents our FPGA implementations of the conventional, single-branch, receiver,



as well as the multi-branch receivers discussed. Comparisons are made between their floating-
point, computer-based, simulations and their fixed-point FPGA realizations. Parallelism-ena-
bling FPGA implementations of BF, MRC, and MREC are evaluated comparatively for perfor-
mance and resource/power consumption.

Finally, Chapter6 discusses multi-branch receiver combining for CDMA systems. The
benefits of a recently-proposed CDMA signal despreading approach which can readily pro-
vide the interference-plus-noise correlation matrix are described from the optimum-combining

perspective. Then, eigen-combining for this multi-user scenario is described.

1.3 Summary of Contributions

This thesis makes the following contributions:

¢ A unified analysis of diversity combining, statistical beamforming, and eigen-combining
is performed. Maximal-ratio eigen-combining (MREC) is shown to be a superset of sta-
tistical beamforming (BF) and maximal-ratio combining (MRC). AEP and OP formulas
are derived for p.k.c. and i.k.c. Optimum and sub-optimum eigen-/combining are con-
sidered and compared. The resulting expressions are important since they quantify the
performance of statistical beamforming and combining for the more practical cases when

channel gains are correlated and have non-identical variances.

e The numerical complexities of BF, MRC, and MREC are evaluated. The performance
advantages of MREC over BF and MRC are documented for typical actual mobile com-
munications scenarios, based on both analysis and simulations. For small complexity
increases, MREC is shown to greatly outperform BF. MREC is shown to have the poten-
tial to significantly lower complexity and even improve performance compared to MRC

in practical situations where uncertainty in channel state information exists.
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e FPGA implementations of the conventional single-branch receiver and of the enhanced,
BF, MRC, and MREC, receivers confirm significant performance improvements with
multi-branch receivers, at the price of higher resource requirements including power
consumption. Among the enhanced receivers, MREC is shown to appropriately adapt to
the slow variations in the channel eigen-modes and to yield resource- and power-efficient,

i.e., sSmarter, antenna array receivers that can attain performance targets.

e A possible eigen-combining implementation for CDMA systems is proposed. A CDMA
signal despreading technique which helps to accurately compute the interference-plus-
noise correlation matrix for any chip-pulse waveform is employed. The proposed eigen-
combining approach promises wider applicability, faster convergence, and controllable

performance—complexity tradeoff.



Chapter 2

Background on Conventional SISO Systems

2.1 Chapter Overview

In this background chapter we first present the modeMeary phase-shift keying (MPSK)
transmitted signals and evaluate the symbol-detection performance for additive white Gaussian
noise (AWGN) and nonfading channel. A versatile performance analysis method described by
Simon and Alouini in their seminal book [123] is then used to quantify a very significant po-
tential deterioration due to channel multipath fading. Finally, we study the negative effect of
channel gain estimation inaccuracy on performance. We focus on pilot-symbol-aided modu-
lation (PSAM) at the transmitter and pilot-sample interpolation at the receiver, and evaluate
the system symbol-detection performance as a function of relative pilot-symbol transmitted
power. This background chapter on wireless impairments and their effects on SISO commu-
nications system performance is provided to demonstrate the need for improvements. Such
improvements can be achieved efficiently, as described in subsequent chapters, with adaptive
multi-branch receivers. Antenna arrays can for example combat channel fading, improve chan-
nel estimation accuracy, enhance coverage, and cancel interference. They would also require

lower-cost power amplifiers than single-antenna counterparts for similar coverage [80].
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2.2 Signal Model

2.2.1 Transmitted Signal

Throughout this work we will considevl-ary phase-shift keying (MPSK) transmitted wave-
forms, unless stated otherwise, whitas the constellation size. At time intervals of length

seconds, the MPSK modulator transforms a new group of
k=log,M (2.1)

equiprobabléd andl information bits into one of th& deterministic, finite-energy, temporal

waveforms described by [115, Eqn. 4.3-11, p. 171]

sn(t) = O [p(t)ej 2m(m-1)/M gl Z"fﬂ , m=1:M, tel0,Ty, (2.2)
2m
= p(t) cos{v(m— 1)+ 2rrfct} (2.3)
2mn . |2m :
= p(t)cos V(m—l) cos 2tfct — p(t) sin V(m—l) sin2itfet,  (2.4)
where[] stands for the real part of a complex-valued numbstands for timeTs is the trans-
mitted symbol durationf. is the carrier frequency, angit) is the transmitted pulse waveform,

herein assumed to be non-zero onlynTs|. Then, for all possible waveforms, tiv@ansmitted

energy per symbadk [115, Eqn. 4.3-3, p. 170]

E 2 /0 B2 1yt (2.5)
which is related to the energy in the pulse waveform,
g2 /OTS p2(t)dt, (2.6)
as [115, Eqgn. 4.3-12, p. 172]
Es= %ep. (2.7)
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The transmitted signal can be written as the orthogonal-function expansion [115, Eqgns.

(4.3-13 - 16), pp.172-173]

Sm(t) = sma- fa(t) +sm2- f2(t), (2.8)

where the transmitted signal coordinates, 5@4 andsm 2, are given by

Sni = \/%cos[zvn(m—l)] = \/Ecos{zﬁn(m—l)] : (2.9)
Sm2 = %sin[zﬁn(m—l)] = Essin[zﬁn(m—l)} : (2.10)

and the functions

1>

\ /3 p(t) cos2tfct =4/ 1 p(t) cos 2tfct (2.11)
Ep Es
2 . 1 :
—/ = p(t) sin2irfet = —/ = p(t) sin2rfct (2.12)
&p Es

are orthonormal [115, Eqn. 4.2-21, p. 161], i.e.,

1>

/ fi(t) f(t)dt = &, (2.13)
where
1 , fori=j,
52 (2.14)
0 , foriz#j.

The electrical signal produced by the modulator, described by (2.2), is sent to a transmitting

antenna [29], which transforms it into an electromagnetic wave.

2.2.2 Received Signal

The transmitted electromagnetic wave propagates over the wireless channel from the transmit-
ting antenna to a receiving antenna. The latter picks up the signal and inputs it to a filter [115, p.

157] which outputs the real-valued random process
21
r(t) = p(t)a(t) cos V(m— 1)+ 2nft+a(t)| +zt) (2.15)
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where the amplitude gaia(t) and the phase shift(t) are real-valued channel effects, and

z(t) is the real-valued noise added by the receiver [115, Sect. 4.1.4]. Throughout this work,
a(t) anda(t) are assumed to vary more slowly than the symbol r[a;teA:, 1/Ts. Further,z(t)

is considered to be a Gaussian distributed process with zero-mean and double-sided power

spectral density (p.s.d.) given by [115, Fig. 4.1-3, p. 158]

S,(f) = oo for|f+f|<8 2.16)
0 , otherwise.

The band-limited random procexs) is referred to aadditive white Gaussian noise (AWGN)

since, when the bandwidtB is large, temporally-separated samplesz@j will be nearly

uncorrelated.

Let us consider a correlation demodulator as described in [115, Sect. 5.1.1, p. 232]. With-
out constraining the generality of the ensuing discussion, the time required by the electromag-
netic wave to propagate from the transmitter to the receiver is disregarded and the correlation
demodulator is assumed to be synchronized perfectly with the received waveform. For nota-
tional simplicity it is assumed that transmission of the symbol starts at Qiifaaxd ends at
time Ts). Nevertheless, since in practice symbols are sent successively from the transmitter,
the discrete-time received signal will be indexed accordingly, when necessary. Then, at the

end of each symbol interval, the components of the received signal along the two orthonormal

functions defined earlier are

Ts
r = / r(t) fo(t)dt = Esacoslzvn(m—l)JralJrzl, (2.17)
0
and
A [T . [2m
rbo = / r(t) fo(t)dt = Esasmlv(m—l)qtor}rzz, (2.18)
0
where
A [T
a:/ Z(t) fi(t)dt, (2.19)
0
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is zero-mean Gaussian with variance (auto-correlatién% E{Z} =Np/2,i=1,2[115, Eqn.
5.1.7, p. 235], withE{-} denoting statistical averaging. Since temporally-separated samples
of the noise procesgt) are uncorrelated, anéi(t) and fo(t) defined in (2.11), (2.12) are

orthonormal, (2.19) yields
E{z1 } =0. (2.20)

For a more compact mathematical representation, the equivalent complex-valued received
signal is commonly employed, i.e.,
A .
y = ni+jr2
2

= VEadlWmral gz

— VEe WM YVadi iz 4z,

— VEbh+A, (2.21)
where
b £ effmy (2.22)

is the complex notation of the MPSK transmitted symbol,
ae? (2.23)
is the equivalent complex-valuedhannel gainand

A2zt (2.24)

is the equivalent complex-valued, zero-mean AWGN. From (2.20) it follows that the real and

imaginary parts of the receiver noise are independent, due to their joint Gaussianity. Then

L

02 2 E{An"} = E{|A]*} = 02 + 02 = No. (2.25)
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2.3 Nonfading Channel with Receiver AWGN

2.3.1 Signal Model

Let us assume for now that in (2.21) the channel gain is fixdu-atl. The received signal

model is then
y=+Esb+n, (2.26)

The probability density function (p.d.f.) of the complex-valued zero-mean AWiGdNgiven

by [102, Egn. 8-62a, p. 199]
p.d.f(f) = Noe A2/ No, (2.27)

This distribution is further denoted with¢ (0, Np).

2.3.2 Performance

The signal-to-noise ratio (SNR) per symbiglthen given by
= (2.28)

and, since one transmitted symbol corresponds=tdog, M information bits, theSNR per bit

is
A T
= 2.2
%= fog,M (2.29)
The bit error probability for BPSK modulation is [115, Eqn. 5.2-57, p. 268]
P.=Q (\/ 2F> = }erfc<\/F) , (2.30)
2
whereQ(+) is the Gaussian Q-function [123, Eqgn. 4.1, p. 70]
~y*/2
——¢€ dy, 2.31
/ Nz el (:31)
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and erfc is thecomplementary error functiogiven by [115, Eqn. 2.1-95, p. 39]

2 (o]
erfc(x) = —/ e Vdy. 2.32
(x) i) Y. (2.32)
Furthermore, a symbol error probability expression for MPSK modulation is [46, Eqn. 5,

p. 25.5.2] [123, Eqn. 4.2, p. 71]

1 wem ~ OpsK
Po=— —I d 2.33
o= o] 7 2 Lo, 239

where
gpSKﬁ Slﬂzg (2.34)

That (2.33) reduces for BPSK modulation (i/. = 2) to (2.30) can easily be shown using the

equivalent representations of the Q-function [46, Eqgn. 9, p. 25.5.2] [123, Eqgn. 8.22, p. 198]

1 /2 X2
Q(x) = ,—T/O eXp{—ZSinzq)}dcp (2.35)
and of the erfc function [46, Eqn. 10, p. 25.5.2]
2 /2 X2
erfc(x) = E/o eXp{_sinch} do. (2.36)

The performance of a SISO communication system with AWGN is presented for BPSK
modulation in Fig. 2.1. The theoretical bit error probability from (2.30) — equivalent to (2.33)
for M = 2 — and that obtained by simulatingr 10° noise samples are plotted vs. the SNR
per symboly, defined in (2.29) on page 15. Fig. 2.2 shows results obtained with (2.33) and by

simulation for QPSK modulation.

2.4 Multipath Fading

2.4.1 Fading Channel Gain Model

In actual wireless communications, an additional, very significant, phenomenon affects the

transmitted signal before it arrives at the receiver: the transmitted electromagnetic waves can
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Figure 2.1. Performance for BPSK modulation and channel with AWGN.
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Figure 2.2. Performance for QPSK modulation and channel with AWGN.
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propagate over numerous different paths, overlapping constructively or destructively at dif-
ferent instances in time and space. This phenomenon is knowrudpath fading[75, 89,
123,133, 145]. The continuous-time random real-valued procegseanda (t) from (2.15)

and the corresponding discrete-time complex-valued prcfcﬁsssn (2.21) denote the effect of
multipath fading on the transmitted signal, assuming frequency-flat fading.

Unless stated otherwise, for the analytical and numerical results presented in this work
we will consider that the channel gain is a complex-valued random variable with Gaussian
distribution, which is approximately the case when the transmitted signal propagates to the
receiver over a large number of paths [75, p. 14]. The complex gains of these paths are assumed
to have phases which are uniformly distributeddr2 r7. Furthermore, the amplitudes and the
phases are statistically independent. Furthermore, unless specified otherwise, we will assume

that the channel gain is zero-mean, i.e.,
E{h} =0, (2.37)

and denote its variance (autocorrelation) with

a2 £ E{ |}, (2.38)

so thath ~ ¢(0, aﬁ?). Then, the p.d.f. of the channel gain is given by [102, Eqn. 8-62a, p. 199]

o L [h/e?
p(h) = naﬁe h. (2.39)

The real and imaginary parts bfare mutually independent, real-valued random variables
described by [75, pp. 16,17] [102, p. 1984, him ~ A (0, 052/2). The amplitude of the channel
gain, i.e.,|ﬁ| = \/’ﬁ?e—f—’ﬁﬁn, is a real-valued random variable with Rayleigh distribution [75,
pp. 16,17] [85, p. 100] described by the p.d.f. [75, Eqn. 1.1-12] [85, Eqgn. 4.15]

p(/hl) = 2/hl/02 & /%, (2.40)
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justifying the commonly used title for this type of fading model.

Let us now consider that there is relative motion between the transmitter and the receiver,
with velocity v. Then, due to the phenomenon calledppler shift[75, p. 20], the carrier
frequency for the arriving signal will be distributed in the inter{l— fp, fc + fp], wherefp

is called maximum Doppler rate [75, 89, 145], and can be computed with

fo = fc\—é, (2.41)

wherec ~ 3-10° m/s is the speed of electromagnetic waves in free space.

The maximum Doppler rate is related to the charowherence timéc which is “a sta-
tistical measure of the time duration over which the channel impulse response is essentially
invariant” [116, p. 165]. More exactly, if the coherence time is defined as the “time over

which the time correlation is above 0.5” [116, p. 165], then it can be computed as [116, Eqn.

4.40.b, p. 165]
9 0.179
Te ~ ~ . 2.42
“T1emtZ2 T o (2.42)
A channelcoherence distanazn also be defined as
A
dc = Tcv~0.179A, (2.43)

whereA. is the carrier-signal wavelength, defined)@sé ¢/ fc. Channel gains at two time or
space instances separated by more fhaar dc, respectively, can differ substantially as will
be observed in the example provided shortly.

Jakes’ model [75, Ch. 1] accounts for channel gain temporal correlation with the following

as autocorrelation function (a.c.f.)
A - e
Ri(t1,t2) = E{h(t1) h*(t2)} = 02 Jo(27tfp [ts —ta]), (2.44)

wheret; andt, index the discrete time, anld(-) is the zero-order Bessel function of the first
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kind [6, §9.1.18, p. 360], given by
Al .
JO(X):E/ cogxsinB)d 0. (2.45)
0

Since the a.c.f. from (2.44) only depends on the time delayt; —t,, and sinceE{ﬁ(t)} =0,

Vt, the fading process is wide sense stationary [102, p. 298]. The theoretical a.c.f. for Jakes

fading model can then be rewritten simpler as
A DA
Ry(T) = E{h(t)h*(t+ 1)} = 02 Jo(27Tfp |T]). (2.46)

The power spectral densit{p.s.d.) of the channel gain, i.e., the Fourier transform [19] of
R-(7), is given by [75, Eqn. 1.2-11, p. 21]
2

2 L2112
sﬁ(f)éﬁ{Rﬁ(r)}— % [1—(f fc)] . (2.47)

T nfp fo

Generating realistic temporally-correlated Rayleigh fading by numerical means is an im-
portant research area and numerous methods have been proposed (see [25, 105, 152, 153] and
references therein). Unless stated otherwise, for numerical results shown in this work we em-
ploy the method described in [152, 153].

Let us assume, for example, thiagt= 1.8 GHz andv = 60 km/h. Then the carrier wave-
length isA¢c =~ 16.7 cm and, from the above equations, the maximum Doppler shift, coherence
time, and coherence distance dpe= 100Hz, Tc &~ 1.8 ms, anddc ~ 2.98cm, respectively.
Fig. 2.3 shows the variation of the real and imaginary parts of Rayleigh fading channel gain,
its amplitude and phase, generated as indicated in [152, 153c]r,ﬁzf@f 1. The figure depicts
the well-known fact [132, p. 4] that channel gain fades are separated by /ap@ut

Let the symbol rate be denoted st is related to the symbol period ds= T, L. Let us

define thenormalized maximum Doppler rates

2 fo
fm= e

(2.48)
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Figure 2.3. Temporally-correlated Rayleigh fading channel gain: amplitudes of the real and

imaginary parts, and magnitude and phase.
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and thenormalized coherence tinteneasured in symbol periods) as

Te A7 f A7

If we assume that the symbol periodTs= 10~ seconds [s], the symbol rate will be
fs=10,000[sps — symbols per second], so thigt= 0.01. Then, we can expect that the fading
correlation decreases significantly over inter-symbol spacings largef¢han, i.e., about 8
symbols {c norm~ 0.179/0.01 = 17.9). In Fig. 2.4, we plot the theoretical a.c.f. from (2.44),
and the empirical a.c.f. computed usib@f samples of the Rayleigh fading process generated

as in[152,153]. We find that
e The empirical a.c.f. approximates closely the theoretical a.c.f.

e The correlation i9.5 at a lag of abou24 symbols, which is fairly close to the theoretical

value ofT¢ norm cOmputed above.

e The a.c.f. looks like a damped oscillation, whose first zero occurs at a lag of adout
symbols. This lag corresponds to a distance of abalic, as also observed in [63, p.

74].

For the same parameters, Fig. 2.5 shows a good match between the theoretical p.s.d. of (2.47)
for Jakes’ fading model [75, Egn. 1.2-11, p. 21], and the empirical p.s.d. obtained by sim-
ulation from the generated channel gain samples, using Welch’s method [146]. Clearly, the
generated channel gain is a bandlimited process [102, Sect. 11-5] of bandwijdihd can
therefore be reconstructed from samples taken at a rate equal or greater than twice its band-
width [102, Theorem, p. 378].

Actual fading can sometimes be described by the Nakagadistribution [123, Eqn. 2.20,

p. 22] of which the Rayleigh distribution is particular case. The Nakagamistribution is
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Figure 2.4. Autocorrelation function for Rayleigh fading wifh = 0.01, obtained from the-

ory, using (2.46), and by simulation, from samples of temporally-correlated Rayleigh fading

channel gain.
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characterized by

e mifi2
o(Jhly = 2MNT exp{— il } (2.50)

[oﬂ m%(m) 0—}%

wheremis referred to as théading parameteranging from% to o, and¥(m) is the so-called

Gamma function defined as [115, Egn. 2.1-111, p. 42]

@(m) £ /0 “ym-letgy, (2.51)

II>

It can be shown that for integem, ¢ (m) = (m—1)! = (m—1)-(m—2)...3-2-1. Notice that

for m= 1, the Nakagamim distribution reduces to the Rayleigh distribution.

2.4.2 Performance

The symbol-detection performance analysis shown in this section relies on the approach from
[123, Section 8.2.1]. For MPSK modulation, reception performance over a non-fading AWGN
channel is characterized by (2.33). Since a non-fading channel can also be viewed as a fading
channel with fixed unit fading gain, thestantaneousymbol error probability for MPSK and

a fading channel with AWGN, i.e., the error probability obtained by averaging over noise,

conditioned on the fading, is simply

P(y’ﬁ|>—1/MM_lnex (—5(5\2 9P5K>d (2.52)
ST o "L No Sin? ¢ ¢ '

which is therefore affected by channel gain fades which occur as depicted in the middle subplot
in Fig. 2.3. Due to the concavity ¢%-vs.-SNR plots — see Figs. 2.1 and 2.2 — these deep
fades can lead to very significant performance degradation when averaging over the fading, as
shown next.

Formula (2.52) actually describes the error probability for the maximume-likelihood (ML)

estimate of the transmitted MPSK symbol for the signal model in (2.21) from page 14, given
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perfect knowledge of the channel gain. For BPSK this is
bw = sign[C (Wi 9)], (2.53)
where
Wy = h. (2.54)

Since knowledge of the channel phase is required, this approach is referredcdbexsnt
detection[123, Chapter 3].

For perfect knowledge of the channel gain, the average symbol error probability (AEP) for
the ML detector is determined by averaging the instantaneous error probability given by (2.52)

over the fading distribution, i.e.,

A p ©1 (AT Es =2 Opsk A
P, 2 EfP((h :/ —/ ex (——h2_ )d df(RD IRl 255
e = [ [ e —R2R 5 ) dppasal. (259

Let us define thénstantaneous SNR per symbal the receiver, as [123, p. 18]

yoBs

=N Ih|2. (2.56)

For Rayleigh fadingy is an exponentially distributed random variable, i.e., [123, Table 2.2, p.

19]
1Fe VT | fory>0
p.d.f(y) = (2.57)
0 , otherwise
where
FLE( = 802 (2.58)
No h

is the average SNR per symbat the receiver. Another measure commonly used in plotting
numerical results is the receivaverage SNR per information pdr simply, theSNR per bit

defined as [115, Ch. 14] [123, Ch. 9]

(2.59)



This average receive SNR per information bit will be used in plotting numerical results.

Using (2.56) and (2.57), the AEP expression from (2.55) becomes

P=ERT) = [ / exp 7 5 ) dpp.d1(7) a7
_ / /exp( gPSK>p.d.f.(V)d7d(p. (2.60)

The moment generating function (m.g.f.) of the instantaneous SNR pey, It defined

as [123, Eqn. 1.2, p. 4]

My(s) £ E{eV} = /0 " e p.d L)Y, (2.61)

which, for Rayleigh fading, can easily determined to be [123, Table 2.2, p. 19]

My(s) = (1— sF) o (2.62)

Therefore Ps from (2.60) can be written as

1 e gpsk 1T < gpsk |
_ = M (—PSK ) ¢ :—/ 14T do, 2.63
7T/o y( sinch) =7l < * smzfp) v (2:63)

which can be easily and accurately implemented numerically for any PSK constellation. The

correspondinglosed-formexpression is [123, Eqn. 5A.15, p.127]

pe:M__l. 1/ FgPSK M T tant UﬁcotE ,
M 1+T gpsk(M=1)11 | 2 1+Fgpsk M

which, forM = 2 (gpsk = 1), becomes the AEP expression for ML detection of BPSK symbols

transmitted through Rayleigh fading channel with AWGN [123, Eqn. 8.104, p. 220]

Pe:} 14/ ]. (2.64)
2 r+1

For Nakagamimfading, the instantaneous SNR per sym%éi E—;|ﬁ|2 is described by [123,
Table 2.2, p. 19]
[mmy™-1]/ [Fm%(m)] exp(—m?/F) , fory>0

0 , otherwise

p.d.i(y) = (2.65)

28



where¥ (m) was defined in (2.51), on page 26. Then [123, Table 2.2, p. 19]

My(s) = (1—i> : (2.66)

m
and, following a similar procedure to the one that led to the AEP expression from (2.63) for

Rayleigh fading, the AEP expression for Nakaganfiading can be determined as

M-1

~ —m
1w " Opsk
P :—/ 14— do. 2.67
o=/, < msinzq)) @ (2.67)

Accurate numerical computation of finite-limit integral AEP expressions such as (2.63) and
(2.67) is fairly simple. For MPSK and Nakagami fading the AEP expression from (2.67) can
also be written as an (involved) closed-form, using [123, Eqns. 5A.17-19, pp. 127-128].
Similar results can be obtained for Ricean fading [123, Table 2.2, p. 19].

Let us now quantify the effects of channel fading on symbol-detection performance. Con-

sider the following cases:

e a fading channel with unit variance, i.er}% =1, and

— Nakagamimdistribution with fading parameten = %; AEP given by (2.67).
— Rayleigh distribution; AEP given by (2.63), which is equivalent to (2.6 7)iet 1.

— Nakagamim distribution with fading parameten = 10; AEP given by (2.67).
¢ anonfading AWGN channel (i.eINn,: 1); the AEP is given by (2.33).

Figs. 2.6, 2.7, and 2.8 show the average error probabilities for BPSK, QPSK, and 8-PSK, re-
spectively. On the horizontal axis is the average SNR pggliitbm (2.59). Notice from these
figures that, as the fading parameter for the Nakagardistribution increases, the perfor-
mance for the fading channel approaches the performance for the nonfading channel. Actually,

by takinglimm . in (2.67) we obtain

lim P, —l/MMlnex {—F gPSK}d (2.68)
"o P Si? ¢ ¢ '
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Figure 2.6. Performance for BPSK signal transmitted over a nonfading channel with receiver

AWGN, as well as over fading Rayleigh and Nakagamthannels.

which, considering (2.33) on page 16, is the error probability for a nonfading channel with

receiver AWGN, whose SNR per symbol is givenfbyexplaining the above observation.
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Figure 2.7. Performance for QPSK signal transmitted over a nonfading channel with receiver

AWGN, as well as over fading Rayleigh and Nakaganthannels.
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Figure 2.8. Performance for 8-PSK signal transmitted over a nonfading channel with receiver

AWGN, as well as over fading Rayleigh and Nakaganthannels.
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2.5 Channel Estimation with PSAM and Interpolation

2.5.1 Pilot-Symbol-Aided Modulation (PSAM)

The ideal coherent receiver discussed above assumed perfectly known channel (p.k.c.), i.e., the
complex-valued channel gahis perfectly known at the receiver. Performance degradation
then occurred due to fading as well as AWGN. As we shall see next, in practice symbol de-
tection performance can deteriorate even further due to the fact that the channel gain is never
perfectly known. Actual (pseudo-)coherent receivers then require channel gain estimation,
which can be done efficiently by employing pilot-symbol-aided modulation [39, 90] (PSAM)
at the transmitter, followed by interpolation [19] at the receiver.

The structure of the transmitted signal is herein assumed as shown in Fig. 2.9. Time depen-

dence is conveniently represented by the index fains), where

e t =—T;: Ty is the slot index witht = O corresponding to the slot in which channel

estimation and symbol detection currently takes place, and

e ms=0:Ms—1is the symbol index within the slot of lengMs; ms = O corresponds to

the pilot symbol anang = 1 : Ms— 1 corresponds to information symbols.

2.5.2 Interpolation

The channel gain estimate at timgth data symbol position in the slot of symbols to be detected

can then be obtained by interpolation as follows [39,90] [19, Sec. 11.3, pp. 473-478]
§(0,ms) = V(mg)"T, (2.69)

wherev(mg) is the interpolation filtervector, and’ is a vector formed withr = T; + T, + 1

pilot signal samples, i.eT “past” samples, the sample from the slot of symbols to be detected,
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These T = T,+T, + 1 pilot symbols

are used to estimate the channel gain,

by interpolation, during this time slot
Time index: (-T,, 0)

Slot = M symbols

Time flow
—_—

Symbol detected for Currently received
this time instance. signal sample.
T Time index: (0,1) Time index: (T,, 1)

Pilot symbols
(known to the receiver)

Figure 2.9. PSAM signal slot structure, and interpolation procedure description.

andT, “future” samples, as follows

r

>

! v v v Vi N T
— = §(-T,0) ¥ (=T1+1,0) ... ¥(0,0) ...¥(To—1,0) ¥(T»,0)]",  (2.70
Exb, Y(-T1,0) ¥y (-T1 ) ... ¥(0,0) ...y(T2 ) ¥(T2,0)] (2.70)

wherek, is the pilot symbol waveform energy; is the pilot symbol, and
y(t,0) = \/Epbp h(t,0) +A(t,0), t=-Tp: Ty, (2.71)

are the received signal samples corresponding to transmitted pilot signals. Notice that the
received signal has to be stored forslots ahead of the slot in which estimation and symbol
detection is then executed.

Since the channel gain estimates are obtained from pilot samples of the receivedﬁsignal,
andg are jointly Gaussian [102, Eqn. 8-56, p. 197]. The joint Gaussianity of the channel gain
and its estimate is often assumed in previous work [21,58,113,115].

Interpolation filters can be classified as:

1. data-independent e.qg., the filter with brick-wall-type frequency response, which is op-
timum in the absence of noise [19]; we will refer to this filter, after truncating and ta-

pering its impulse-response with a raised-cosine window [90] [19, Table 11.2, p. 476],
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Table 2.1. Interpolation filters

Interpolation Method Interpolation Vector
~ o m cog By —t)]
SINC [V (ms)]; = S'”C<Ms t> 1-[28(fe—t)]°
- ~ 1~
MMSE V(ms) =@ @(m)

as the SINC filter (because the computation of its coefficients involves the sinc function,

defined below), and the corresponding estimation approach as SINC PSAM.

2. data-dependent e.g., the Wiener filter, which is minimum mean squared error (MMSE)
optimum in the presence of noise, but requires knowledge of the second-order statistics
of the received signals [39]; this filter is referred to as the MMSE filter, and the corre-

sponding estimation approach as MMSE PSAM.

Table 2.1 specifies the SINC [90, Eqgns. 9, 10, p. 639] [19, Table 11.2, p. 476] and MMSE

[39] interpolation filters, where

sinTTx

== (2.72)

singx)

andp is therolloff factor [19, p. 478], for which the typical valug@ = 0.2 is chosen for all the

numerical results shown herein. The elements offtheT matrix
D =E{rT"}, (2.73)
and of theT x 1 vector
~ A ~N*
@(ms) = E{rh"(0,ms)} (2.74)

are expressed in Table 2.2 for Jakes’ model of temporal correlation [75] described earlier.
Since the channel gain is a process bandlimitedptdsee discussion related to Fig. 2.5

shown on page 25), pilot symbols have to be inserted at time intervals no Iong%%ghfﬂﬁ),
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Table 2.2. Elements @b andilv)(ms)

. . ¥
[¢L@ 02 Jo (2t — o Ms) + B

[(;N)(ms)}t aﬁz Jo (27Tfm [t Ms — my|)

Egn. 5, p. 638] [39, p. 689], i.e.,

1
< .
MsTs < >t (2.75)
which leads to
M<tf_ 1 (2.76)
S=2fy 2fy :

Cavers showed in [39, Fig. 3, p. 689] that increadvigabove this limit can lead to significant
performance degradation. In practice, the slot length is chosen by trading-off data through-
put and symbol detection performance, e.g., lalgeimproves data throughput due to less

frequent pilot insertion.

2.5.3 The Average SNR per Information Bit
2.5.3.1 The Case of Ideal Receiver

For an ideal receiver, i.e., a receiver with perfectly known channel, in Figs. 2.6, 2.7, and 2.8
we have already plotted the analytical error probability from (2.67) vs. the average SNR per
bit, y,, which is related to the average SNR per symbolthrough (2.59), and to the energy
transmitted per symboks, the noise variancéyp, and channel gain varianoe}%, as described

by (2.58) and (2.59).

For an ideal receiver, i.e, with p.k.c., simulations that match analytical results can be done

as described next:
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o first, we write the signal model from (2.21) in equivalent form as

1 = ~ _
N_O y = N—(S) GF? Phnorm+ Nnorm

= \/Fbﬁnorm+ Mnorm, (2.77)

wherehporm and nporm are normalized versions of the channel gain and noise, respec-

tively, i.e.,02 =02 =1,

norm Mnorm

¢ then, generate a sufficiently large number of transmitted symhcﬂm,dﬁnorm andnnorm

samples;

e afterward, for each value of,

determine the correspondiﬁg/alue using (2.59),

compute the right-hand side (RHS) of (2.77) for each transmitted symbol and the

correspondind,orm andnperm Samples,

employ ML symbol detection based Eﬁbrm \ /NLOV,

compare the transmitted symbols with the detected ones and compute the AEP.

2.5.3.2 The Case of PSAM-based Receivers

The situation is slightly more complicated when the channel gain is estimated using PSAM.
Let us denote the ratio between the energy transmitted in the waveform corresponding to a
pilot symbol,Ep, and the energy transmitted in the waveform corresponding to an information-
encoding symbolEs, with K, i.e.,

A Bp

PR (2.78)
Theactual average SNR per received information sym$ol
~ Es
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and theactual average SNR per received informationi®it

F

oM (2.80)

Yb,actual=

This coincides withy, from (2.59) on page 27, i.e., the average SNR per bit for the ideal
receiver, which does not require transmission of pilot symbols.

However, it is inequitable to compare the performance of an ideal receiver (with p.k.c.) for
a giveny, with a practical PSAM-based receiver for an equal valug,@tua simply because
the latter requires additional energy for the transmission of a pilot symbol devoid of encoded
information. A fair comparison can be done as described next [39, Sect. II.D, p. 687].

For the practical PSAM-based receiver, the total energy transmitted during a slot, i.e., in an

interval of lengthMs T, is
A

However, information-encoding symbols are only transmitted during the interval of duration
(Ms— 1) Ts. Therefore, from the total transmitted energy only

s,virtual — Ms— 1 = Ms— 1

Es (2.82)

is virtually transmitted per information-encoding symbol. Therefore, for PSAM, the virtual
average SNR per information symbsl

= A Esyvirtual 2 1 Es 2 1 ~
Iy = — os = K 1) —of= K 1)1 2.83
virtual No h (Ms —q " + N h Mo—1 p+ ) ( )

so that thevirtual average SNR per information bg

A Fvirtual 1
Yb,virtual log, M ( Mo—1 pt )

log, M

2.80 1
( — ) <Ms — 1 Kp + 1) yb’actua} (284)

Performance comparisons of ideal and PSAM-based practical receivers are equitable when

W for the former — see (2.59) on page 27 — coincides Withiwal for the latter — see (2.84).
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BPSK; fading channel, fm =0.01, Ms =7, T=11, Ep/ES =1.
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Figure 2.10. Equitable performance comparison between ideal receiver, i.e., with p.k.c., (from

theory — Eqgn. (2.63) — and simulations), and PSAM-based receivers (from simulations).

Such a comparison is presented for BPSK modulatign= 0.01, Ep = Es, i.e., Kp =1, in

Fig. 2.10, for the ideal receiver and for the two PSAM-based receivers, where the slot and
interpolator lengths werls = 7 andT = 11, respectively, based on the suggestions from [39].
Fig. 2.11 shows an inequitable performance comparison, whdoe the ideal receiver equals
Wb,actual fOr the non-ideal receivers. Comparing for the PSAM-based receivers the AEP curves
from Figs. 2.10 and 2.11 for a given AEP value, we notice {hakual/ Vb actualiS about0.7 dB,

which is consistent with (2.84).
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BPSK; fading channel, fm =0.01, MS =7, T=11; Ep/ES =1.

0
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O simulation - p.k.c.
theoretical - p.k.c.
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Figure 2.11. Inequitable performance comparison between ideal receiver, i.e., with p.k.c.,

(from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from simula-

tions).
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The equitable performance comparisons presented hereafter follow the procedure:

o first, set the range of interest for the SNR per bit;

e then, for the ideal receiver, each such SNR per bit value corresponggraom (2.59),

and analytical and simulation results are obtained as described in Section 2.5.3.1;
o finally, for the PSAM-based receivers, the SNR per bit will standf@fitua from (2.84)

— from above relations, the total energy transmitted per slot can be computed as

Yo virtual
E = — Ms—1) log, M. 2.85
t aﬁ/No (Ms—1) log, ( )

— computeE, andEg from

Et - Ep+<MS—1) ES

(2.86)
Ep:KpEs,
i.e., from
Es = E 1 (2.87)
ST K+ Ms—1 '
K
E | 2.88
o = B (2.88)

— compute the interpolation vectoxgms), ms = 1 : Ms— 1, based on Tables 2.1
and 2.2; note that they can be computegriori even for MMSE PSAM if the

channel fading and receiver noise have stationary statistics;

— generate a sufficiently-large number of symbols, and the corresponding channel

gain and noise samples; the following steps are executed on a slot-by-slot basis:

x compute the received signal corresponding to transmitted pilot symbols, de-
fined in (2.71), and update the veciodefined in (2.70); store the received

signal samples corresponding to information-encoding symbols;
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% using (2.69), compute the estimated channel galhms), ms=1:Ms—1;

x Step bacKy slots and retrieve the stored received signal corresponding to trans-

mitted data symbols

« detect thamnsth symbol in the current slot based gh(0, ms) y (0, ms);

— compare the detected symbols with the transmitted ones, and compute the AEP.

For notation simplicity only, will appear in subsequent figure abscissas or as parameter
for numerical results. However, it will be understood that for the ideal receiver this label stands
for y, defined in (2.59), whereas for PSAM-based receivers this label stangs far defined

in (2.84), so that performance comparisons are equitable.

2.5.4 Performance

Using the AEP expressions from (2.63), page 28, and (2.33), page 16, we showed in Fig. 2.6
on page 30 that the theoretical performance of an ideal coherent receiver for a Rayleigh fad-
ing channel can be much worse than for a non-fading channel. For fading channel and ideal
receiver, the numerical results shown in Fig. 2.10, on page 39, indicate good agreement be-
tween theory and simulation. The AEP plots for PSAM-based receivers shown in Fig. 2.10
indicate that channel estimation inaccuracy can lead to significant further performance deteri-
oration. Due to its optimality, MMSE PSAM ensures better performance than SINC PSAM.
However, unlike SINC interpolation, MMSE interpolation relies on assumptions about the tem-
poral correlation of the channel gain. Furthermore, MMSE PSAM requires knowledge about
the maximum Doppler shift, channel gain, and noise variance, which are rarely available in

practice. SINC PSAM is simple but yields poor performance in low SNR.
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Furthermore, the equitable performance comparisons from Figs. 2.12 and 2.13 indicate
(for BPSK and QPSK, respectively) that symbol detection using channel gain estimates leads
to anirreducible error flogri.e., the level under which the error rate cannot be decreased by
increasing the SNR per bit. Clearly, symbol detection performance of SISO systems over
fading channels can be very poor in practice.

Figs. 2.14 and 2.15 describe the system performand§fer10andKp = 0.1, respectively.

For the PSAM-based receivers, comparing these figures and Fig. 2.10 from page 39 suggests
that there is an optimum value Kif which maximizes performance. Fig. 2.16 further illustrates
this claim fory, = 10dB. AEP is minimized foKK, equal to aboul.5 and2.7 for MMSE and

SINC interpolation, respectively.

2.6 Objectives

Above we found that actual SISO symbol-detection performance/power efficiency may not en-
able the enhancements required in future wireless systems in terms of voice quality, coverage,
data rate, and user capacity. To achieve high symbol-detection performance for reasonable
transmitted power, a SISO system will require powerful channel coding [115, Ch. 8], which
reduces effective data rate. To achieve desired area coverage significant amounts of power will
have to be transmitted, resulting in short battery life and increased interference level.
Important concepts that will enable future communications systems are those of array gain
and diversity gain, obtained, respectively, through statistical beamforming [42, 43, 83, 99] and
diversity combining [34] [75, Ch. 5, 6] [89, Ch. 9, 10] [123, 133]. Therein, a number of sig-
nals carrying the same transmitted information are combined appropriately so that to improve
performance. Beamforming and diversity combining are described subsequently in this work,

along with a newer, more versatile, approach to which we refer as eigen-combining.
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BPSK; fading channel, fm =0.01, MS =7, T=11; Ep/ES =1.
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Figure 2.12. Equitable performance comparison for BPSK between ideal receiver, i.e., with
p.k.c., (from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from

simulations), for high SNR per bit.
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QPSK; fading channel, fm =0.01, MS =7, T=11, Ep/ES =1.

10 ! ‘

AEP

10 . . |
= O = simulation — SINC PSAM ]
= { = simulation - MMSE PSAM 4
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Figure 2.13. Equitable performance comparison for QPSK between ideal receiver, i.e., with
p.k.c., (from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from

simulations), for high SNR per bit.
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BPSK; fading channel, fm =0.01, MS =7, T=11; Ep/Es =10.
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Figure 2.14. Equitable performance comparison for BPSK between ideal receiver, i.e., with
p.k.c., (from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from

simulations), for largés,/Es.
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BPSK; fading channel, fm =0.01, Ms =7, T=11; Ep/Es =0.1.
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Figure 2.15. Equitable performance comparison for BPSK between ideal receiver, i.e., with
p.k.c., (from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from

simulations), for smalEp/Es.
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BPSK; fading channel, fm =0.01, MS =7, T= 11;yb =10 dB.

10 [ T T T T
= O = simulation - SINC PSAM
= { - simulation - MMSE PSAM
O simulation — p.k.c.
theoretical - p.k.c.
(o)
[ Y RN
W 10 |y - - - - : - - - - - - o
< I ]
10_2 | | | | | | | | |
0 0.5 1 15 2 2.5 3 3.5 4 4.5 5
K =E /E
p p s

Figure 2.16. Equitable performance comparison for BPSK between ideal receiver, i.e, with
p.k.c., (from theory — Egn. (2.63) — and simulations), and PSAM-based receivers (from

simulations), for variabl&/Es.
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Chapter 3

Signal Combining Approaches

3.1 Chapter Overview

In this chapter we analyze conventional multi-branch receiver signal processing methods —
statistically optimum beamforming [43] (BF), and maximal-ratio combining [34] (MRC) — as
well as eigen-combining, which was recently proposed for complexity reduction and perfor-
mance enhancement [1,36,42,48,76, 77].

After presenting the signal model and properties of the channel gain correlation matrix
eigen-decomposition, the methods employed herein for symbol-detection performance analysis
are described in Section 3.4. Maximal-ratio eigen-combining (MREC) and its special cases,
BF and MRC, are analyzed for perfectly known channels in Section 3.5.

Channel estimation based on pilot-symbol-aided modulation (PSAM) and interpolation is
presented in Section 3.6. Eigen-/combining approaches for imperfectly known channels are
described in Section 3.7. There we provide a detailed implementation description, as well as a
performance evaluation based on simulation, for optimum and suboptimum eigen-/combining.

Equivalences between MREC and BF and MRC are demonstrated in Section 3.9. Opti-

mum, or exact, eigen-combining is analyzed based on the effective combiner-output SNR in
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Section 3.10. A new, simple, non-closed-form, MREC AEP expression is derived therein —
see (3.151), on page 109. This provides, to the best of our knowledge, a new means to evalu-
ate the performance achievable with BF and MRC for imperfectly known channels which may
have correlated branches with unequal variances. Also for the first time, completely-specified
closed-form exact-MREC (BF, MRC) AEP expressions are provided, even for the case when
some eigenvalues of the channel gain correlation matrix coincide.

Suboptimum, or approximate, MREC (BF, MRC) is analyzed in Section 3.11, using the
symbol-detection test variable. Although much simpler in terms of implementation than the
optimum approach, analysis of approximate MREC proves to be much more complex. A
new, yet involved, closed-form AEP expression for approximate MREC (BF, MRC) is derived
as (3.189), on page 120. Using the performance equivalence between approximate and exact
MRC, which holds for any constellation size for independent and identically distributed (i.i.d.)
branches, simple new performance measure expressions are derived for approximate MRC in
Section 3.11.4.

MREC is found to promise improved performance and reduced complexity vs. BF and

MRC. Subsequent chapters will provide the methodology for achieving these benefits.

3.2 Vector Signal Model

Numerous multi-branch transmission/reception systems and combining approaches have been
described and analyzed in the literature and applied in practice [53, 106, 123, 129]. The dis-
cussion in the present work focuses on receiver-side combining. Furthermore, although the
core of our analysis is applicable more generally, e.g., to RAKE receiver [114] combining, our
numerical examples will deal mostly with spatial combining, for smart antenna arrays [79, 80].

Subsequently, we assume thatransmitted signal replica®fancheyare available at the
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receiver, affected by Rayleigh fading (unless stated otherwise) and additive white Gaussian
noise (AWGN). Let us generalize the scalar signal model from (2.21), on page 14, to the
vectorial case. Then, after demodulation, matched-filtering, and symbol-rate sampling, the

complex-valued received signal vector can be written as
¥=+Esbh+n (3.1)

whereb is the equiprobable MPSK transmitted symbol (the constellation sih,i&s is the
energy transmitted per symbol, whiteandn are the complex-valued, mutually uncorrelated

channel gain and receiver noise vectors, respectively. The vectors from (3.1) are detailed below:

V=00 % ... i, (3.2)
h = [ h h", (3.3)
n=1[m m ... A (3.4)

The components of the received signal vector, i.e., the branches, can be written as
= VEsbh +fi, i=1:L21,.. L (3.5)

Throughout this work it is assumed that the channel gain and noise are complex Gaussian
random vectors, as defined in [99, Appendix E, p. 534] [115, pp. 198-199]. In particular, the

noise vector is assumed to be white, zero-mean, complex Gaussian, with vaNganee
n~ A4¢(0,Nol). (3.6)

Unless stated otherwise, the channel gain vector is assumed to be zero-mean, complex Gaus-

sian. Then, we can write

h~ A4(0,R5), 3.7)
where

R: £ E{hh"} (3.8)
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is the channel gain vector correlation (in this case, also covariance) matrix [99, Appendix
E] [115, p. 198]. Note thaR; is Hermitian, i.e., it equals its conjugate transpose [94, Section

9.7, p. 131] [26, Section 2.2, p. 11]

Ry =R (3.9)

Only for the numerical results shown throughout this work we will further assume a Toeplitz
structure forRy, i.e., the elements on each diagonal are equal. Then, the first life of
provides the information on all its elements. This situation occurs when the signals are received
with a uniform linear array (ULA), as discussed in Chapter 4.

The elements on the main diagonal of this matrix, i.e.,
~ o A .
(Rp), =E{h?}=cZ, i=1:L, (3.10)

are the autocorrelations (variances) of the individual channel gains. Only for the numerical
results they will all be assumed unitary. Equality of channel gain variances is an assumption

often encountered for antenna arrays [35, Section 4.2.1, p. 49].

3.3 Eigenvalue Decomposition

The channel gain correlation matrik:, is positive semidefinite, i.evx € CL, the Hermitian
form [94, p. 250]Q(x) = x" Rp x is real-valued and non-negative. TherefdRe, has real-
valued, non-negative eigenvalues [94, Section 9.§12p. 133] [26, Section 2.2.1, p. 11],

which we consider ordered as
A >A> .. > AL >0. (3.11)
The set

A (Re) = {1, Az, oo, A (3.12)



is denoted aspectrum[64, Section 7.1, p. 190] dR;. Each eigenvalue corresponds to an
eigenvector. Unique eigenvalues associate with unique orthonormal eigenvectors [103]. The
eigenvectors oR:, denoted as, i = 1: L, thus form an orthonormal basis [26, Section 2.2.1]
[103] in C-. An eigenvalue of multiplicityr, is associated with an invariant subspace [26,
Section 2.2.2] of dimensiory.

The spectral decompositiof94, Section 9.7.4¢1, p. 137] oreigen-decompositiof226,

Section 2.2.1] oR; is described by

L
Ry = -ZA‘ ae! = ELALEY, (3.13)
1=
where
A 0 O 0
0 A 0 ... 0
A2 2 (3.14)

is a diagonal matrix, and
A
ELZle & ... @] (3.15)
is a unitary matrix, i.e Ef! = Efl [94, Section 9.15, p. 167], or
ENEL=E El =1, (3.16)
i.e., its rows and columns are orthonormal
=3, (3.17)

whereg j is defined in (2.14) at page 12. Direct and iterative eigen-decomposition methods
are surveyed in [26, Chapter 4]. Unless stated otheriRge A, andE_ will hereafter be

considered perfectly known.

53



Hereafter, the ternrdominant eigenvectatenotes the eigenvecter corresponding to the
largest (dominant) eigenvalue, i.4;. The termdominant eigenvectonefers to the set of
eigenvectors corresponding to the largest (dominant) eigenvalues.

The traceof the channel vector correlation matrix is [64, Section 7.1, p. 190]

L L
A 2
tr(Rz) = R-).. =Y 05 =A1+A2+ ... +AL (3.18)
D2 Y Rii= 9%
which is a measure of the total intended-signal energy received.

The following propositions are given without their simple proofs.

4

Proposition 1 The elements df are coherent, i.eh = h;e; (so thathy = € h), if and only

if Ay =tr(Rp).
For the following see also [47, p. 1985]:

Proposition 2 The elements di are uncorrelated, .8.(Ry )iy 1, 2 E{Hlﬁl*z} =0, Vil =
1:L,ly # Iz, and with equal variance$R;); | 2 E{|h[2} =A, 1 =1:L, if and only if the

eigenvalues oR are all equal, i.e.Aj = A = %tr(Rﬁ), =1:L.

For uniform eigenvalue spectrum, it is known that the columns of the unitary niatican
be the vectors of any orthonormal basisih. Without loss of generality we will then assume
thatEL =I.

Throughout this work we will assume that the eigen-decomposition of the channel gain
vector is perfectly known. This agrees with previous claims that it can be updated accurately
using samples of the received signal vector [100, 101], due to its slow variation relative to the

fading [1, 36, 130].
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3.4 Performance Analysis

Generally, when the signal vector from (3.1) is available, one will try to appropriately combine
its components to optimize a certain criterion. Receiver performance can then be analyzed by
using one of the methods described next to determine the average error probability or outage

probability.
3.4.1 Average Error Probability, Ps

3.4.1.1 Obtaining Simple, Finite-Limit Integral P Expression Using the Detection SNR

Given the symbol-detection SNIR,the symbol error probability expression for MPSK is [123,
Eqgn. 8.22, p. 198]

P()_E/M“”lnex (— gPSK)d (3.19)
eV—T[O p VSInZ(p (pa .

with gpsk defined in (2.34), on page 16. Similar finite-limit integral expressions in exponential
functions can describe the instantaneous symbol error probability for other modulations, e.g.,
Multiple Amplitude-Shift-Keying (M-ASK) or Multiple Amplitude Modulation (M-AM) [123,
Eqn. 8.3, p. 194; using Eqgn. 4.2, p. 71], and QAM [123, Eqgn. 8.12, p. 196]. The instantaneous
bit error probability for several modulations can also be similarly described [123, Chapter 8].
Therefore, the principle of the approach described next for MPSK can also be applied to these
other modulations accordingly [123, Chapter 9].

The average (over the fading) error probability — AEP — is, by definition [115, Egn.
14.3-4, p. 817][123, Eqn. 8.102, p. 219],

A 00
2 /O Pe(y) Py(y) d. (3.20)

SubstitutingP:(y) from (3.19) in (3.20) yields the AEP expression as
P—E/M“”ln/wex (— M) (y)dyd (3.21)
=7 0 p Vsin2¢ pyly)dydo. -
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Since the m.g.f. of is My(s) 2 E{e’} [123, Eqn. 2.4, p. 18], the above becomes

1 e OpsK
P :—/ M, [ —9PSK ) 4o, 3.22
=7 V( sinz(p) (L ( )

This derivation is actually an abridged version of the one from Section 2.4.2, starting at page 26,
wherein a single-branch receiver has been considered.

For optimum combining methods studied subsequently, we will show that the output SNR
(or symbol-detection SNR, generically denoted in this section wills the sum of a number

(N) of statistically independent individual SNRs (generically denoted wjth.e.,

N
y= _;vl, (3.23)
so that
N
My(s) = _UMM(S), (3.24)

which helps recast (3.22) as

P_E/M“”l"NM (_QPSK)d (3.25)
o il:l W\ sirfe ¢ '

For Rayleigh fading, we will see that the individuali = 1 : N, are exponentially distributed.

Let us denote their respective averageEjaghen (3.25) becomes

1otk gpsk |
P:—/ 14T, do. 3.26
=) (2 ) (3.2

Similar results are possible for Ricean and Nakaganfirding [123, Table 9.1, p. 269].

Note however thay independence only requires uncorrelated channel gains for Rayleigh and

Ricean fading, but independent channel gains for Nakagafading withm = 1.
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3.4.1.2 Obtaining Closed-FormP. Expression from Symbol-Decision Variable Position

in Complex Plane, for BPSK Only

By definition the characteristic function (c.f.) of a random variablégth p.d.f. px(a) is given

by [115, Eqn. 2.1-71, p. 34]
Oy (jw) 2 E{ei"”‘}:/wei‘*’“ ox() da, (3.27)

so that [115, Eqn. 2.1-72, p. 34]

px(a) = %T/_we‘jwacbx(j w) dw. (3.28)

Let us define an additional function, i.e., the Laplace transform of the p.d.f.:

F(s) 2 E{fe ™= /_00 e 5% (1) da = My(— ). (3.29)

We refer to this function as the reversed moment generating function (r.m.g.f.). Its inverse

Laplace transform is

px(a) = /_Zes" F(s)ds (3.30)

A common communications system performance analysis procedure [30] [115] [120] [119]
is to assume that a certain symbmivas transmitted, followed by decision on the received

symbol based on a variable generically written herein as
q=0{x"R1z}, (3.31)

wherex andz areN-dimensional, complex-valued vectors, zero-mean, jointly GaussiarR and
is a non-singular, HermitiaN x N matrix (alsoR 1 is then Hermitian [94, Section 9.7.§4.c,
p. 131]).

For BPSK transmitted symbol, the detected symbol is

b= sign(q). (3.32)
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Assuming thab = 1is the transmitted symbol, the error probability is given by [115, Appendix

B, Eqn. B-2, p. 943]

0
%:qu<mb=1piﬁwmmdq (3.33)

When the c.f. ofg, denoted asbq(j w), is available, the p.d.f. of required above can
be obtained as in (3.28). Then, (3.33) leads to [115, Appendix B, Eqns. B-3,4, pp. 943-

944][96, Egn. 6, p. 2138]

0 oo . 004-€ i
P= [ days [T etegado= ot [T Y g0 @y

(¢ is described in [115, Appendix B, p. 944]). However, this approach is fairly complicated
and can yield involved, non-closed-form error probability expressions, e.g., [115, Appendix B,
Egn. B-21, p. 947] [96, Section II.A].

Given the r.m.g.f. ol — seeky(s) defined in (3.29) — it is actually simpler to find its
inverse Laplace transform, i.g(q), using (3.30), and then find the average error probability
using (3.33). An approach to computifg(s) is described next using results from [119, Ch.

3] [120].

The decision variable from (3.31) can be recast as a (real) Hermitian form [94, p. 250]

1 Hp1 Hp-1
= Z(x"R R
q 2(x z+z X)
0 R X
= S
R 0 z
= Vv"Byv, (3.35)
where
X
v 2 , (3.36)
Z
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is a2N-dimensional, zero-mean, complex Gaussian vector, with correlation matrix

E{xx"} E{xz"} | o, | Rx Rxz

Ry 2 E{vv"} = = , and (3.37)
E{zx"} E{zZ} Rzx R;z
0 R1
B 2 % , (3.38)
R 0

is a2N x 2N Hermitian matrix.

Based on the seminal work of Turin [142],R%, is nonsingular then the r.m.g.f. dfis

1 N q

F - = @ _ .
() |1on + SRy B n':lll—l—snn’ (3-39)

wheren, is thenth eigenvalue of th@N x 2N matrix

1 | RezR™t RyR™?!
R/B =3 * * . (3.40)
R;R™1 Ry R™?
In general, these eigenvalues may need to be computed numerically. Using propeiéy [24,

50] for the determinant of a partitioned matrix, we can also write

1
[lav+SRvB| = |In+5SRR™

1 1 -1
X ‘<|N+2stx )——SZRZ <|N+§sRXZR—1> RyR1

(3.41)

which holds assuming theﬁtN+%stzR*1\ # 0. The remaining determinant in (3.41) is
difficult to factor in closed-form unless all the correlation matrices involved in the above ex-

pressions are diagonal. In this special case the above determinant can be rewritten as

N

1 1

‘IZN +SRVB| —= |_| { |:1+§S-(sz)n7n(R_l>n7n:| |:1+§S-(RZX)”,”(R_1)n7n
n:l

o 52 (Rz)nn( l)n,n<Rx)n,n(R1)n7n}-
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Then, it can be shown that (3.39) becomes [125]

N 1
: (3.42)
n|:|1 S Snl) (S_Snz)]
where
02, 02, — 02 02
aﬁ —  _ _*nZn Znxnzzxn Zn’ (343)
4 (og)
2 — (0% 2t Toxa) i\/ Oxazn — +4Gx2na2
S‘ILZ = an |:O_ 0_2 0_2 0,2:| I (344)
XnZn ~ZnXn Xn “Zn
with Uﬁ 2 (R)n,n, O'inzn £ (Rxz)n,n, O'zznxn = (Rzx)n,n, U><2n = (Rx)n,n, 02 2 (Rz)nn-
Assuming thavXn = ozznxn, (3.43) and (3.44) become
1— 02,)°
a% _ anZn ( an;)27 (345)
Koz 4(03)
2 1 2
§, = 2n —o o0 _Pem g (3.46)
,/o'xzn O-zzn 1— pxyz, xnzn 1— i,z
s 1 08 oz,
§, = —2—=" — 2. =5n %, (3.47)

a2 g2 1+ Hx,z, 0% 70 1+ oz,
Xn “Zn

with py,z, the correlation coefficient of, and z, — definition and properties given below.
HavingFq(s), the error probability can be computed as described earlier, on page 58.
For any zero-mean random variableandz their correlation coefficient is defined as [112,

Egn. 2.3, p. 10]

2

0%
\/0202’

Ux 2 with x| € [0, 1]. (3.48)
Then [112, Egn. 2.4, p. 10]:

e L, = 0whenxandzare uncorrelated
e |Ux7 € (0, 1) whenx andz are partially correlated

¢ |Uxz = 1 whenx andz are completely correlated, i.e., coherent; then, we actually have

X = a z, wherea is a complex-valued, non-random, constant scalar.
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3.4.2 Outage Probability,P,

The outage probability is a performance measure more suitable than the average error proba-
bility when the fading is slowP, represents the probability that the instantaneous probability

of error exceeds a given threshold [123, Section 1.1.2, p. 5] [84], i.e.,
A

For y denoting the symbol-detection instantaneous SNR, if the fun&i@y) can be inverted

(analytically or numerically) then an equivalent definition of outage probability is

A Vth
Po = Prly<in) = A py(y) dy. (3.50)

The alternativeR, definition from (3.50) may appear to indicate that the outage rate is only
dependent on the SNR distribution, which is untiggdoes depend on the modulation as well,

through the threshold SNR,.

3.5 Combining Methods for Perfectly Known Channel Gains

3.5.1 Ideal Maximal-Ratio Combining (MRC)
3.5.1.1 Procedure

The linear combination of the received signal vector given by (3.1) with a weight vector

yields
wHy = VEsbW™ h+wH . (3.51)
The combiner’s output power averaged over noise is
E{W"y[°} = Es[bf® W hj?+E{|w" i|*}
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= Es|WMh2+NoWHw, (3.52)

so that the combiner’s output SNR is

A Es [WH h|?
 Np wHw

SNR(W) (3.53)

This SNR will also be referred to @sstantaneousombiner SNR to distinguish it from the
averagecombiner SNR which will be defined later when averaging over fading as well.

Let us define the instantaneous SNR ofitiebranch as
=Shi?, i=1:L. (3.54)
Based on the Schwartz inequality [34, Appendix 1] [99, Appendix D] we can write

~ ~ L ~
maxSNR(W) = SNR(kh) = E—Z\mz:_ E\hi\z. (3.55)

WweCl i& No
Since the proportionality factdfrom (3.55) does not affect the SNR, the weight vector

Wpmre = h (3.56)
yields maximum instantaneous output SNR, given by [34, Eqn. 13][123, Eqn. 9.1]
. L.
y=> "V (3.57)
2"

i.e., the sum of the individual branch SNRs. This justifies the appellateemal-ratio com-
bining (MRC) for this approach [34].

Then, recovery of a BPSK transmitted symbol, for instance, is attempted as follows:

burc = sign{0 [Whizc ]} :sign{D [ﬁ“ 7]} (3.58)
- sign{\/E b|h[2+0 ['ﬁ“ ’ﬁ] } . (3.59)

It is straightforward to show that this symbol detector actually yields the maximum likelihood

(ML) symbol estimate, given the received signal model in (3.1), page 51.
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3.5.1.2 Ideal MRC Error Probability Analysis for Uncorrelated Branches, based on

Output SNR

For Rayleigh fadind7i can be shown to be exponentially distributed, i.e., [123, p. 19]

. 1/Fi e /i for y; >0,
pdf(y;) = (3.60)
0 , otherwise
where
:" é X . ES 2
Mi=E{y} = N_oaﬁi’ (3.61)
and m.g.f. [123, Table 2.2, p. 19]
1
M? (s) = ~. (3.62)
: 1-—srl;

Consider the case of MPSK and uncorrelated branches that can have nonidentical vari-
ances. Sinc& satisfies (3.57) anéﬁ, I =1:L, are independent, the procedure outlined in
Section 3.4.1.1 at page 55 can be applied, and yields the following AEP expression [123, Sec-

tion 9.2.3.2]

1 Mk = gpsk |
Po=— 1+T; do. 3.63
© n/o ,ll( * Isinz(p) ¢ (3.63)

This same approach, along with corresponding m.g.f. formulas from [123, Table 9.1, p.
269], can yield AEP expressions for other modulations as well as for Ricean and Nakagami-
m fading channels [123, Chapter 9]. Note, however, that in order to apply this approach for

Nakagamim fadingindependen(i.e., not merely uncorrelated) channel gains are required.

3.5.1.3 Particular Cases and Numerical Results

ForL =1, (3.63) reduces to (2.63), page 28, derived specifically for the SISO case. On the other

hand, forL (independent and) identically distributed branches, i.e., vvd%_eﬂ: aﬁz, Vi=1:L,
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Eqn. (3.63) above becomes

1 fwm * gpsk |
p— = / 14T do, 3.64
c o ( sir? (p> ¢ (3:64)
wherel” = E—goﬁz is the average SNR per symbol for each of the i.i.d. receiver branches. The

average SNR per symbol for each of the i.i.d. receiver branchg&isi‘vv/logzM.

Recall from page 52 that we assume a Toeplitz structurBfofFurthermore, all numerical
results shown hereafter are fovh?i = oﬁz =1,i=V1:L. Equal variance channel gains is a
valid assumption for antenna arrays [35, Section 4.1.2, p. 49], but not for RAKE receivers.
Nonetheless, although we will only show numerical results for equal-variance channel gains,
our analytical results can readily produce results for other situations. Assuming identically

distributed branches Wit(aH2 =1, the average SNR per symbol for each of the receiver branches

1
log, M

reduces td=s/No, further denoted simply aSNR per symbol Then, y, = ﬁ—g is further
denoted simply aSNR per bit

Although the integration from (3.64) can be easily implemented with a desired degree
of accuracy, an involved closed-form equivalent expression can also be derived — see Sec-
tion 3.10.2.1, at page 112, Egns. (3.155)—(3.157).

For BPSK transmitted signal and MRClot= 1 : 5independent and identically distributed
(i.i.d.) branches Fig. 3.1 displays the AEP, computed using (3.64Ey/#\, i.e., the SNR
per symbol (or per bit because of BPSK modulation). These results show that, theoretically,
communications systems employing ideal diversity combining can provide considerable per-
formance gains over SISO systems. For instance, at a (raw, i.e., uncoded) error probability of
102, 5-branch MRC yields aboit5 dB gain over the single-antenna receiver. Note however

that the diversity gain gradient decreases as the number of branches increases.

At large SNR values, the AEP from (3.63) can be approximated as
1 L < -1 %Tl’ . L
Pe high SNR~ p i|1 (ru gPSK) /0 sirt- pde. (3.65)
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BPSK; Rayleigh i. i. d. fading with variance = 1.

AEP

-10

10 —O0— MRC, L = 1 (SISO)
-=-=-MRC,L=2
0L [ MRC, L =3 Rop
——MRC,L=4
—0—MRC,L=5
10‘14 I I |
-5 0 5 10 15 20 25

Symbol SNR, ES/N0 (dB)

Figure 3.1. AEP vs. SNR per symbol (bit) for MRC with perfectly known channel for BPSK
transmitted signal and Rayleigh i.i.d. fading branches with unit variance; the high-SNR slope

stands for the diversity gain.
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For BPSK, this can be written further as

oo BT Rt
PeBPSK, high SNR~22L+1—(L!)2 No iﬂ [Gﬁi] . (3.66)

The exponent of the SNR per symbol in AEP expressions is commonly referrediieeasity
order[106, Section 5.2]. The AEP expression in (3.66) indicates a diversity order equal to the
number of combined branches. Since

Es

10 logyg [Peppsk, high sn O —L [N_] : (3.67)
0lindB

at large SNR values the AEP decreases by a factor of alfbuivhen the SNR increases by
10dB. This is confirmed in Fig. 3.1, where the horizontal distance between points A and B is
10dB, and the error probability at point A is abal@- times larger than at point B.

The expression from (3.63) can be generalized for Nakagafading as [123, Table 9.1,

p. 269]
X —m
e i Opsk
p:_/‘ 1419 do, 3.68
T ,I:l( m sir? @ ¢ (3.68)
which, for identically distributed branches, becomes
x —mL
1 e ™ gpsk
P:—/‘ 14— do. 3.69
“T o ( m sir? @ ¢ (3.69)

whererl is the common average SNR per symbol per branch. Fig. 3.2 describes the perfor-
mance for QPSK transmitted signal and i.i.d. Nakaganiading branches witim = 2 and
2 _
o = 1
Now let us consider the performance of MRC for an increasing numlbér.i.d. diversity

branches but fixed (IRH), as well as the reception performance for a non-fading AWGN chan-

nel with SNR per symbol equal ti'égtr (Rﬁ). For QPSK transmitted signal, Fig. 3.3 depicts:

e the AEP from (3.69) for MRC of i.i.d. Nakagamifading branches witim = 2, fixed

tr(Ry) =1, andaﬁ2 =1tr(Ry)/L, forL=1:5branches, and
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QPSK; Nakagami—-m i. i. d. fading with m = 2, variance = 1
I

10

AEP

10

—O0— MRC, L = 1 (SISO)
10° | === -MRC,L=2

----- - MRC,L=3
MRC, L = 4
|| =—MRC,L=5

10 :
-5 0 5 10 15 20 25

Symbol SNR, Es/No (dB)

Figure 3.2. AEP vs. SNR per symbol for MRC with perfectly known channel for QPSK trans-

mitted signal and Nakagamii.i.d. fading branches witin= 2 and unit variance.
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e the AEP from (2.33), page 16, for non-fading AWGN channel with SNR per symbol

equal togg tr(Ry).

For the results shown in Fig. 3.4 the number of branches in MRC=41,5,9,13,17. Notice
that, for a fixed tI(R'ﬁ), the performance of MRC for an increasing number of i.i.d. fading
branches approaches the performance of a non-fading AWGN channel with SNR per symbol
ﬁ—;tr(Rﬁ). The explanation follows.

Given t(Ry) and i.i.d. Nakagamin (and thus also for Rayleigh) fading, mathematical

manipulations of (3.69) yield

lim Ps = 1 /MMlnexp{—Etr(F%) %}d(p (3.70)
L ©  1.Jo No " sirt @ ’ '

which is independent of the Nakagami distribution paramete@nd, based on (2.33) at page 16,
describes the performance for MPSK transmitted signal and non-fading AWGN channel with
the SNR per symbol given q%tr (Rﬁ). Thus, infinite-order diversity yields a nonfading chan-
nel [106, p. 102]. A similar result was obtained in [49, Eq. 20, p. 1857] using a stochastic

majorization approach.

3.5.2 Ideal Maximum Average SNR Beamforming (BF)

In practice, received signals at different branches can be correlated. Insufficient antenna inter-
element separation or limited scattering [106] in the vicinity of the receiver increases this cor-
relation. RAKE receiver tap signals can also be fairly correlated [104,123]. Branch correlation
degrades MRC performance [34,123]. When the inter-branch correlation is fairly high, maxi-

mum average SNR beamforming (BF) is usually employed [42,43].
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QPSK; Nakagami-m i. i. d. fading with m = 2, tr(%) =1, variance = tr(Rh)/L; AWGN.

0
10 ¢ T T T T T T T T

10_ SEREE R TTEREEEREPPTSEREEE

AEP

10_ R S SRR

—O— Fading, MRC,
= = = Fading, MRC,
----- Fading, MRC,
Fading, MRC,
—<O— Fading, MRC,

—O— AWGN
-3 | | | | \ \ \ \

1 2 3 4 5 6 7 8 9 10
Symbol SNR, Es/No [dB]

rrrrrrr
[ | O I A I |

10

Figure 3.3. Performance of MRC with perfectly known channel for QPSK signal transmitted
signal for i.i.d. Nakagamin fading withm = 2, fixed t(R;;) = 1, andoﬁ2 =tr(Ry)/L; Perfor-

mance for non-fading AWGN channel with SNR per symﬁg)ir (Ry);L=1:5.
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QPSK; Nakagami-m i. i. d. fading with m = 2, tr(%) =1, variance = tr(Rh)/L; AWGN.
0
10" ¢ ‘

10 | R v N .

AEP

10_ R S SRR

—O— Fading, MRC, L = 1, (SISO)
= = =Fading, MRC,L =5
----- Fading, MRC,L =9
Fading, MRC, L =13
—<O— Fading, MRC, L = 17

—O— AWGN
-3 | | | | \ \ \ \

1 2 3 4 5 6 7 8 9 10
Symbol SNR, Es/No [dB]

10

Figure 3.4. Performance for MRC with perfectly known channel for QPSK signal transmitted
signal for i.i.d. Nakagamin fading withm = 2, fixed t(R;;) = 1, andoﬁ2 =tr(Ry)/L; Perfor-

mance for non-fading AWGN channel with SNR per symﬁg)ir (Ry); L=1,5,9,1317.
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3.5.2.1 Procedure

As opposed to MRC, in BF the goal is to optimize the average (over fading and noise) SNR,

by appropriate combining of the received signal vegtar (3.1) with a weight vectow as in
WwHy = /Esbw™ h+wH A. (3.71)
The combiner output power averaged over noise is

E{W"y?} = Eslbf?[W"h?+E{&" A%} (3.72)

= Es|b? W™ h|?+NoWHw, (3.73)

which yields the instantaneous combiner output SNR as

_ A Es [WH|?
SNRW) = —= ———. 3.74
The combiner output power, averaging over noise and fading, is
E{W"y|?} = Es[b*E{jW" h|*}+E{W" 7%} (3.75)
= EsWHR-W+NoWw"w, (3.76)
which yields the output average SNR as
. A Es WH RHW
Ravg(W> No WHW ( )
The second ratio in (3.77) is a Rayleigh quotient [64, 78] whose properties yield
E . E
=2 AL < SNRayg(W) < = Ag, (3.78)
No No

where the lower and upper bounds are achieved with . andw [ e, respectively. The
latter choice thus represents maximum average SNR beamforming (BF).

Consider now the impact of branch decorrelation on BF performance, i.e., on

weCt
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Using Propositions 1 and 2 from page 54, we deduce that

- Es 1l
MaxSNRayg(W) € | — ~tr(R;),

Es
—1tr(Ry 3.80

No

where the lower and upper bounds are achieved for uncorrelated and coherent branches, respec-
tively. If we denote asirray gairthe increase in average SNR over the SISO case [106, p. 91],
since the average SNR for tite branch iq 2 ETSG%.' it follows that forL coherent branches,

BF offers the maximum array gain of [88, p. 1283]

Gamax(L) = 10log,oL [dB]. (3.81)

3.5.2.2 BF Error Probability Analysis based on Output SNR

We now investigate the BF performance for MPSK transmitted signal and Rayleigh fading
channel. If we substitut& with e; in the BF instantaneous SNR expression (3.74), and define
the complex-valued random variatb1gé A h, which is zero-mean Gaussian, then S&#Ris

given by
A E
y= Il (3.82)
0

which is exponentially distributed [123, Table 2.2, p. 19], with avelage M
Applying the analysis approach described in Section 3.4.1.1 at page 55, the following AEP

expression is obtained for BF [125, p. 17]

1t - Opsk ) 1 M
P:—/ 1+F do==[1—4/< . 3.83
© 1 Jo ( + 1sinzqo) =3 M+1 (3.83)

To our knowledge, this expression has not been explicitly derived and used in previous re-

search for BF performance evaluation. From (3.79) and (3.80) it follows that BF performance
improves with higher branch correlations; it is best for coherent branches, i.e., when the signal

arrives from a unique direction, and worst for uncorrelated branches, when the signal arrives
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from many distinct directions. MRC is known to perform conversely. Nevertheless, since in
practice the branch correlation varies, as described later in this work, due to variable azimuth
angle spread [8], a more versatile approach, denoted maximal-ratio eigen-combining (MREC),
was introduced and is described further below. MREC relies on the KarhureareL®rans-

form (KLT) [68], which is described next.

3.5.3 The Karhunen-Leeve Transform (KLT)

Principal components analysis [52], which uses the Karhun&wé.oTransform (KLT) [68],

has established itself in numerous areas [45] as a very effective approach to reduce complexity
and improve performance. If a large number of correlated random variables are collected, post-
KLT analysis is often considerably simpler [9, 50, 55, 91, 125, 128, 130], since the significant
resulting random variables are uncorrelated and usually much fewer. Suitable post-KLT pro-
cessing of the dominant eigen-modes can improve performance, e.g., in multi-branch wireless
receivers [36,47,48,76,77,125].

In the seminal work by Comon and Golub [45], numerical eigen-decomposition methods
are compared in terms of accuracy, convergence speed, and complexity. The adaptive algorithm
described in [45, Section V.G] possesses desirable convergence and tracking capabilities, as
well as low complexity, i.e O(L N?), whereN is the number of eigen-modes of interest. Lower
complexity algorithms have been proposed more recently, e.g., the projection approximation
subspace tracking (PAST) [151], with complex@yL N).

In mobile scenarios correlation matrices vary slowly compared to channel fading [8, 36, 69,
130]. Hence, their eigen-decompositions would require infrequent updating, whose execution

can thus be distributed over long intervals [1, Section 7.1.1].
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3.5.4 ldeal Maximal-Ratio Eigen-Combining (MREC)
Ideal maximal-ratio eigen-combining (MREC) of ordéy1 < N < L, consists of two steps:

(Step 1) The L x N, full-column rank, matrixEy 2 [e1e ... ey] transforms the signal vector

from (3.1) into

y =+vEsbh+n, (3.84)
where
y = ENY, (3.85)
h £ ENA, (3.86)
n £ ENA (3.87)

(Step 2) The elements of the transformed signal vector are linearly combined so as to maximize

the instantaneous output SNR (i.e., the maximal-ratio criterion [34]) using

WMREC = h. (388)

OrderL MREC will be referred to asull MREC. Then, the following relation holds
h=E_h. (3.89)

The elements of thBl-dimensional vectoy are denoted asigenbranchesThey represent
the inner products of the received signal vectorwith eigenvectors corresponding to tNe

largest eigenvalues &, i.e.,

A -
yi=e'y=vEsbh+n;, (3.90)
where
h 2 e'h, (3.91)



1>

n, e’ n. (3.92)

The components o are further referred to as chanmabengains They have zero-mean,

variances given by
2 4 2 HeRRH A H S Hoa
of = E{lh*}=e'E{hh"}e=e' |SNad'|a= re ad a=2,(3.93)
=1 =1

and are mutually uncorrelated, because

E{hht} 2 dE{hRH} e =€ R e =€ <|§/\| 8 qH> e
= lim dladie=0 Vi#]. (3.94)
Thus,
Rh 2 E{hh"} = Ay = diag{A}N ,, (3.95)

for any channel gain distribution [77]. Initial assumptions of Rayleigh fading and zero-mean,

complex Gaussian white noise yield

h~ 4(0,An), (3.96)

so that the eigengains are independent, and

N~ A(0,Noln). (3.97)

so that the transformed noise is temporally and spatially white.
The transformation leading to (3.84) is the Karhune¥sm Transform (KLT) [68, 77]. Of
all possible transforms, the KLT is the optimum (in the least-squares sense) decorrelating trans-
form, packing the largest amount of energy from the origibadjmensional, signal vectoy,
into the N-dimensional vectoy [68, Section 2.5.7, p. 67], which is desirable for dimension

reduction.

75



Hereafter, the long-term channel parametgsAL, andE, are assumed perfectly known
because, in practice, enough independent channel samples would be available for an accurate
estimation [36]. In this section we also assume that the channel gains are perfectly known.

Then, recovery of a BPSK transmitted symbol, for instance, is attempted with

burec = sign{O [WHREC y]} = sign{0] [hH yl} (3.98)
= sign{vEsb|h>+0[h" n]}. (3.99)

It is straightforward to show that this symbol detector is actually the maximum likelihood (ML)
symbol estimate for the model in (3.84) of the transformed received signal.
3.5.4.1 Ideal-MREC Error Probability Analysis based on Output SNR
The instantaneous SNR of tite eigenbranch — see (3.90) — is given by
. A E .
V2 SShf2, i=1:N, (3.100)
No

which can be shown to be exponentially distributed, i.e., with p.d.f. [123, p. 19]

. Le WM | fory>0,
pdf(j) = ¢ " (3.101)
0 , otherwise
where
A . E E
M = E{ .}:N—Zoﬁi :N—Z)\i, (3.102)
and m.g.f. [123, Table 2.2, p. 19]
My (s) = 1 (3.103)
A . sﬁ . .

As in Section 3.5.1.1, page 61, it can be shown tgtec from (3.88) maximizes instan-

taneous output SNR, i.e., [34]

y=> ¥ (3.104)
2,



justifying the title of “maximal-ratio eigen-combining” [125,127-130].

Since the eigengains are uncorrelated (this holds regardless of the fading distribution),
and sincey satisfies (3.104), the procedure for finding the AEP which was outlined in Sec-
tion 3.4.1.1, at page 55, can be applied to yield a nonclosed-form, yet simple, finite-limit, AEP

expression for MPSK, Rayleigh fading, and ideal MREC as

R . Opsk )
Po=— 1+T; do. 3.105
© n/o ,ll( * Isin2<p) ¢ ( )

For L = 1 the SIMO system reduces to a SISO system, and then the MREC AEP expres-
sion (3.105) reduces to the SISO AEP expression, i.e., (3.64), on page 64, writtea foand
also (2.63), on page 28. Furthermore, BF and ofdd&fREC coincide, as can be deduced from
their definitions. Then the ideal-MREC AEP expression (3.105), writteiNfer1, reduces to
the ideal-BF AEP expression (3.83), at page 72, as expected.

Let us consider a SISO system with unit-variance channel gain. Let us also consider a

3-branch MREC-based receiver for two cases:

o fully correlated (coherent) channel gains, i.e., the first row and the spectrirp afe
given, respectively, by 1 1 (this implies that all channel gains have unit variance)

andA (R;) = {3, 0, 0};

e correlated gains, with first row and spectruniRyf given, respectively, byl. 0.87 0.62
(this implies that all channel gains have unit variance; recall from page 52 that we assume

a Toeplitz structure foR:) andA (R;) = {2.5884 0.3732 0.0384}.

For QPSK and ideal combining the performance for these cases is depicted in Fig. 3.5 vs. the
SNR per bit, which was defined on page 64.
Note from Fig. 3.5 that, for coherent branches, MREC of any order yields the same perfor-

mance as BF (i.e., orddrMREC), since potential diversity gain is unavailable. Note also that,
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QPSK; ideal combining.
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Figure 3.5. AEP vs. SNR per bit, computed for QPSK and perfectly known channel, us-
ing (3.105), for a SISO system with unit-variance channel gain, as well as a 3-branch
MREC-based SIMO system, for coherent branches A@;) = {3, 0, 0}, and for correlated

branches, whed (R;) = {2.5884 0.3732 0.0384}.

78



compared to the SISO case, BF withbranches provides maximum possible array gain [88, p.

1283] of
A

for coherent branches, which is abdug dB for L = 3, at the price of higher receiver complex-

ity. Further, SISO and BF plots are essentially parallel, and the slope reflects a unitary diversity
order. As a rule-of-thumb for coherent channel gains, BF performance can readily be deduced
by shifting the SISO AEP plot to the left Iiy0log; oL dB.

Fig. 3.5 indicates that, when switching to the case of correlated channel gains described
above, BF performance remains largely unaffected. As the correlation decreases further, SISO
and BF AEP plots will remain parallel, but channel gain non-coherence will lead to lower array
gain,G; < Ga max and BF performance will approaches SISO performance.

On the other hand, Fig. 3.5 indicates that for the case of correlated branches described
above, MREC with more thaN = 2 eigenbranches can yield much lower AEP than SISO or
BF, due to diversity gain, which yields a steeper slope for the AEP-vs.-SNR plots. Note that
order2 and full MREC yield diversity orders close thand 3, respectively, i.e., as much as
MRC would yield withL = 2, 3 uncorrelated branches.

For the same case of correlated channel gains, Fig. 3.6 displays for QPSK, the error rates
obtained by simulation, and from analysis — see (3.105) — for the SIS/MO systems. These

results indicate close agreement between simulation and analysis.

3.5.4.2 Ideal MRC and Full MREC are Performance-Equivalent

Fig. 3.6 also indicates that the performance of MRC, evaluated by simulation, coincides with
that of full MREC, evaluated by simulation and by using (3.105), page 77. Recall that this
is the case of correlated channel gains. The equivalence of ideal MRC and full MREC was

actually demonstrated in [50] based on the equality of the corresponding symbol-detection
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QPSK; A(R,) =[2.5884 0.37322 0.038403].
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Figure 3.6. Symbol detection performance, for QPSK transmitted symbols, from simulation
and (3.105), for SISO and ideal MREC, BF, MRC wilth= 3 correlated branches, witR-
spectrum given by (Ry) = {2.5884 0.3732 0.0384}.
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SNRs. Hence, (3.105), on page 77, with= L, is also an AEP expression for MPSK, Rayleigh
fading, and ideal MRC, even when the branches are correlated or unbalanced, i.e., they have
distinct variances. On the other hand, the claim made in [55] that a similar performance-
equivalence holds for selection combining was disproved (also for equal gain combining) in
[91].

Note further that for low SNR in this scenario with= 3 branches with significant corre-
lation, MRC-like performance is possible with ordaMREC. In the remainder of this work
we will evaluate MREC, as superset of MRC and BF, for lower-complexity adaptive receivers

in space- and/or frequency-selective channels.

3.5.4.3 Ideal MRC Performs Best/Worst for Uncorrelated/Coherent Channel Gains

In Section 3.5.2.2 at page 72 it was indicated that ideal BF performs best for coherent channel
gains, and worst for uncorrelated channel gains. The reverse can be proved for ideal MRC by

using (3.105) on page 77, witlh= L.

3.6 Vector-Channel Estimation using Pilot-Symbol-Aided

Modulation (PSAM) and Interpolation

Channel knowledge is imperfect in practice. A simple approach, based on PSAM and inter-
polation, was described for SISO systems in Section 2.5 on page 33. The SINC PSAM (data-
independent, simple, suboptimum, with poor performance at low SNR) and MMSE PSAM

(data-dependent, complex, optimum) estimation methods described in Section 2.5 are now

generalized for vector channel, and will be employed later for numerical evaluations.
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Table 3.1. Interpolation filters for eigenbranch estimation

Interpolation Method Interpolation Vector

cog B —t)]
1-[28( 1))

MMSE Vi (mg) = D1, ()

SINC [vi (ms)]; = sind(i —t) = [v(ms)];

3.6.1 SINC and MMSE PSAM for MREC

Since theN eigenbranches are independent, their eigengains can be estimated separately. This
can significantly reduce complexity for MREC compared to MRC. Drawing on the derivations
from Section 2.5, at positioms = 1 : Mg in the currently detected slot of symbols, the estimator

of theith eigenbranch is
gi (0,ms) = vi" (mg)ri, (3.107)
wherev;(ms) is the interpolation filter, and

¥i (=T1,0) yi (-Ta+1,0) ... ¥i(0,0) ...yi (T2— 1,0) yi (T2,0)] ", (3.108)

with
Yi (t,O) =V Ep bp hi (t70)+ni (t70)7 t=—-T1:Tp, (3109)

Table 3.1 provides the interpolation vectors for SINC and MMSE PSAM. The elements of the
T x T matrix ®; 2 E{ri rH'}, and of theT x 1 vectore;(ms) 2 E{rih (0,ms)} are expressed
for Jakes’ model of temporal correlation [75] in Table 3.2. Table 3.3 expresses correlations

required later in analytical and numerical developments.
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Table 3.2. Elements @b; and@;(ms), for eigenbranch estimatioty;, to,t = —T; : Ty

N
[¢i]t1+Tl+l.,t2+Tl+l Ai Jo (21 [t —t2| Ms) + ng‘detZ

(@i (M) 7,01 Ai Jo (211fm [t Ms —mg|)

Table 3.3. Correlations for eigenbranch estimation

gi (0,ms) = vi (mg)ri, v | SINC PSAM MMSE PSAM

T g (M) @ (M) vi(my) o (mo)v(ms) | ¢! (mg) @iy (my)

o2 (mg) vitt (mg) @ vi (mg) v(me)H div(mg) | @ (ms) L (my)

3.6.2 SINC and MMSE PSAM for MRC

For MMSE PSAM when the branches are uncorrelated, and for SINC PSAM regardless of the

branch correlation, we can estimate each ofltlehannel gains separately, as
Gi (0.ms) = V" (mo) i, (3.110)
wherev;(ms) is the interpolation filter, described in Table 3.4, and

Vi (=T1,0) ¥i (—=Ta+1,0) ... i (0,0) ...%i (T2—1,0) % (T2,0)]", (3.111)

with
Vi (t,0) = \/Epbp hi (t,0) + i (£,0), t=—-Tp:To. (3.112)

The elements of th& x T matrix ®; 2 E{ri 7"} and of theT x 1 vector
a (ms) 2 E{r; ﬁ;* (0,ms)} are expressed for Jakes’ model of temporal correlation [75] in Table
3.5. Table 3.6 expresses the correlations which will be later required in analytical and numerical
developments.

For the more general situation in which the channel gains may be correlated, MMSE esti-

mation is done as follows [28]: given

3(0,ms) = Gy, (3.113)

83



Table 3.4. Interpolation filters for branch estimation

Interpolation Method Interpolation Vector

cog B (i —t)]
1-[28( 1))

MMSE (uncorrelated branches) Vi (ms) = ‘Bi_l;ﬁi (ms)

SINC [Vi (ms)); = sing(jj —t) = [V(mg)l;

Table 3.5. Elements @b, and@i(ng), for branch estimatiorty,to,t = —-T1: To

B 2 o No
[¢'}t1+T1+1,t2+T1+1 9, Yo (21thm [t — 0 Ms) + £ p Ot
P 2 _
[(p,(ms)]t”ﬁl 02 Jo (21t [tMs —
Table 3.6. Correlations for branch estimation
gi (0,ms) = ViH (mg) Ti, Wi SINC PSAM MMSE PSAM
~H _ ~H _ ~H ~ 1~
0z o (Ms) @i (Ms) Vi(m) @ (M)V(Ms) | @ (Ms) D~y (1m)
. ~ _ ~ ~H ~—1~
02 (m) vH (ms) @; Vi (me) V(me)H i V(ms) | @ (ms)®; ~ o (M)
where
Vo= [T (-T1.0) ¥ (-Ti+10) - §(T-10¥(T20)] . (3.114)

is anL T-dimensional column vector formed with thedimensional pilot samples, find

arg_min E{Hﬁ(Q ms) — (0, ms)Hz}. (3.115)
GeChtxt

The solution is the well-known Wiener filter, described by [28]

Gopt(Ms) = R MRy (), (3.116)
where
A ~ .
Ry, = E{¥o¥p} =Eplpl* [Q®Ry] +NolLt, iSLT x LT, (3.117)
[Q]t1+T1+l,t2+T1+l = Jo(2rfm|t1 —to|Mg)it1,to=—Ty 1 Tp, iST x T, (3.118)
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Ra(m) = E{yp*(0.mg)} = \/Eyby [a(ms) Ry, isLT x L, (3.119)

[q(ms)]t+T1+l = Jo(2rfp|tMs—mg|);t=—Ty:Tp, iST x 1, (3.120)

and the symbok stands for the Kronecker product [94, pp. 3, 19]. The above expressions were
obtained using the fact that temporal and spatial correlations are separable [101, Appendix A.2,

pp. 158 — 159] for our channel model, i.8t;,to = —T1: T, i,j =1L,
E{h; (tl)’ﬁjf (t2)} = E{hi(t1) b (t2) } E{hy (tl)’ﬁ]f (t1)} = Jo (27Tfm [t1 — t2| Ms) (R:)ij. (3.121)

To conclude this section, note that the channel vectors before and after the KLT, and their

respective SINC or MMSE estimators are jointly Gaussian [21,58,95,113,115].

3.7 Combining Methods for Imperfectly Known Channel

3.7.1 Optimum Eigen-/Combining — Exact MREC, MRC, BF

For zero-mean, jointly-Gaussidnandg, which is a common assumption also found in [21,
58, 95,113, 115] since the estimates are obtained from pilot samples, we have thag, given

h ~ 4¢(m,Re), where [81, Appendix 15B, p. 562]

1>

m 2 E{hjg} =E{hd"} [E{gd"}] g, (3.122)

= E{(h—m)(h—m)"|g} =Ry —E{ng"} [E{gd"}] " E{gh"}. (3.123)

Re
Then, we can write the eigengain vector, in terms of its estimate, as
h=m+e with e~ _4:(0,Re). (3.124)

It can readily be shown thah ande are uncorrelated. Substituting (3.124) in the original

received signal vector model from (3.84), on page 74, we obtain

y = VEsbm+v ~ 4 (vEsbm,Ry), (3.125)
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where, to facilitate subsequent analysis, the channel estimation error effects have been com-

pounded with the receiver noise into the new noise vector
A
v = Esbe+n (3.126)
whose correlation matrix is given by
Ry 2 E{vw"} = EsRe+Noly, (3.127)

for MPSK transmitted symbols.
Maximum-likelihood detection of the transmitted symbdbr the signal model in (3.125)

employs the l{-dimensional) eigen-combiner

w=R, m. (3.128)

The corresponding symbol decision variable is
m" R,y = VEsbmT R, Im+mH R, 1, (3.129)
with mH R, ' m real-valued and positive. Then, the actual symbol detection SNR is
y=Esm"R,m, (3.130)

i.e., maximum. We will therefore refer to this approachexsct MREC to distinguish it

from another, suboptimum (approximate MREC), approach described later. For exact MREC,

symbol detection performance analysis is possible basggusing results from [123, Chapter

8] and the procedure from Section 3.4.1.1, page 55, as shown later in Section 3.10.1, page 107.
The independence property of the eigenbranches is not involved in the above presentation

of exact MREC. Therefore, exactly the same technique could be applied for the branches, even

when they are correlated, to yield what we refer to hereiaxaxt MRG simply by replacing

the notation related to eigen-combining with the corresponding one for combiningy, itg.,
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m, e v, Re, Y, Ry, W, andy are replaced witly, h, M, & ¥, v, R, Ry, W, andy, respectively.
Exact MRC is described in detail in Appendix B, Section A, on page 209.

Note that the exact-MRC problem isdimensional, while the exact-MREC problem is
N-dimensional, wher&l can take any integer value frointo L. Exact MRC was studied for
MPSK and i.i.d. branches in [113] using the symbol-detection-SNR-based procedure described
in Section 3.4.1.1, on page 55, and for correlated branches in [119, 120] using the symbol-
decision-variable-based procedure described in Section 3.4.1.2, on page 57.

The definitions of BF and orde&r-MREC indicate that they coincide for p.k.c. We fur-
ther defineexact BFto stand fororderd exact MREC Thus, performance measures derived
subsequently for ordeéw exact MREC also describe exact BF, after making the substitution
N=1.

Let us now continue with the study of exact MREC. The inherent independence of the
eigenbranches causes the elementgobe independent, and the correlation matrices in (3.122)
— (3.127) to be diagonal. Let be theith element of the vectan and let(Ry);; be theith

diagonal element dRy. Based on (3.122), (3.123), and (3.93) from page 75, we obtain

Oh g
m = —8g (3.131)
Ggi
|0f 4
(Ry)ii = Es )\i——z + No, (3.132)
Ogi
where
o, = E{la*}, (3.133)
A *
o, = E{hg}. (3.134)

Note that in practice the cross-correlation can be complex-valued, “due to the frequency offset

87



and residual complex interference in the received signal used for channel estimation” [95, Sec-
tion II.B, p. 3164]. We neglect such impairments throughout this work, and assume real-
valued and positive the above cross-correlation from (3.134), as done elsewhere [115, Ap-
pendix C] [30, p. 34]. Tables 3.3, 3.2, and 3.1, on page 83, express (3.133) and (3.134) for
SINC and MMSE PSAM. For these casg$, > 0[96, Section IIl.B, p. 2138].

The exact-MREC output SNR given by (3.130) can then be written as

N N

y=Es i;(lg\]/’;,i = i;yh (3.135)

wherey; represents the SNR on tith eigenbranch conditioned gpand is given by

Eey (1)
Rv)ii A (1—|w)+1 05

(3.136)

with y; being the correlation coefficient of andg;, defined as in (3.48), on page 60. Again,
(3.135) indicates that the combiner in (3.128) yields maximum output SNR, motivating the
term “exact MREC” for this approach, by analogy with maximal-ratio combining [34].

Since for Rayleigh fading; is Gaussian, the conditioned SNRrom (3.136) is exponen-
tially distributed, with average
e Al 2

EA (L= (2 +17

M2 E{y} = (3.137)

Note that for perfectly known channel (p.k.qi),= 1, Vi = 1:L, and the above becomes

> A E

M =E{y} = A (3.138)
0

first defined in (3.102) on page 76. Thus, for imperfectly known channel (i.k.c.)

[

i =< > (3.139)
TR (- ) +1
From (3.128), (3.131), and (3.132), the individual weights for exact MREC are
2
1 O ,
W], = NG g, i=1:N. (3.140)

g,
BAQ-|w+1 0§ 7
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Unless specified otherwise, the notatigns used hereafter (e.g., on the horizontal axis) on
figures showing numerical results derived from simulations or analysis to indicates the average
SNR per bit per branch, which, for ideal receivers stands for the actual average SNR per bit
per branch, whereas for PSAM-based receivers it stands for the virtual average SNR per bit per
branch, to make their comparisons equitable, as described in Section 2.5.3.2, on page 37.

Figs. 3.7 and 3.8 depict the MREC and MRC performance obtained by simulation for ideal
combining, as well as for exact combining with SINC and MMSE PSAM, respectively. The
channel gains are correlated, with the first rowRyf given by [1.0000 08739 06268
(this implies that all channel gains have unit variance; recall from page 52 that we assume a
Toeplitz structure foR;), so that the spectrum & is A (R;) = {2.5884 0.3732 0.0384}.

Note the large performance gap between exact eigen-/combining for SINC PSAM and ideal
eigen-/combining. An improvement is possible with MMSE PSAM.

These figures confirm a previous statement — see Section 3.5.4.2 at page 79 — that ideal
MRC and ideal full MREC yield identical performance. Furthermore, Figs. 3.7 and 3.8 indi-
cate that exact MRC and exact full MREC yield the same performance, for both SINC and
MMSE PSAM, suggesting that they are performance-equivalent as well. This equivalence is
demonstrated later, in Section 3.9.3.3 at page 106.

Finally, these figures demonstrate also for exact eigen-combining that ful-MREC perfor-
mance (i.e., the optimum, MRC, performance) can be attained with low-order MREC, although
increasing MREC order is required for higher SNR.

For the same correlation scenario, the exact-MREC performance curves plotted again, for
SINC and MMSE PSAM, in Fig. 3.9 show significantly poorer performance with SINC PSAM
vs. MMSE PSAM. For example, MMSE interpolation outperforms SINC interpolation by
aboutl1.9, 2, and2.1 dB, for orderd MREC, order2 MREC, and full MREC, respectively.

Loss due to inaccurate channel knowledge compounds with more combined terms. Recall,
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BPSK; L = 3; )\(Rh) =[2.5884 0.37322 0.038403]; fm =0.01; SINC: MS =7, T=11
0

1 0 F T T ] T T T T

[l
(HH]
<
’ ) ~ < '\l :
—©— exact MREC, N = 1 (BF) |2 N ¥7:
-/ - exact MREC, N = 2 BT~ g:
103k | =%='exact MREC,N=L=3 | . .. . > T ¥* i
! < : : ,
1 4 exact MRC \E ~ ~ ; \y
ideal MREC, N = 1 (BF) ~Seo T
- - - ideal MREC, N = 2 B, U0 ]
----- ideal MREC,N=L =3 .. “so
O ideal MRC 8,

—4 \ \ \ \ \ i i i i i .
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
y, [dB]

10

Figure 3.7. AEP vs. SNR per bit, obtained for BPSK by simulation, for exact MREC, BF, and
MRC with SINC PSAM Ms=7, T = 11), and for ideal MREC, BF, and MR, = 3 correlated

branches are employed, wiy. spectrum given by (R;) = {2.5884 0.3732 0.0384}.
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BPSK; L = 3; )\(Rh) =[2.5884 0.37322 0.038403]; fm =0.01; MMSE: Ms =7, T=11
0

1 0 F T T ] T T T T T

AEP

! ~ ~
—©— exact MREC, N = 1 (BF) a0~ ‘¥:
-/ - exact MREC, N = 2 BTN T
103k | =%='exact MREC,N=L=3 | . .. . "ﬂ\fs ~~¥‘ N L
|+ exact MRC ~g ~~;~\V~ o 5
ideal MREC, N = 1 (BF) < ~\\,\V~~ ]
- - -ideal MREC, N = 2 OO Ty
----- ideal MREC, N =L = 3 B = IS
O ideal MRC ’

—4 \ \ \ \ \ i i i i i .
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
y, [dB]

10

Figure 3.8. AEP vs. SNR per bit, obtained for BPSK by simulation, for exact MREC, BF, and
MRC with MMSE PSAM Ms =7, T = 11), and for ideal MREC, BF, and MRQ; = 3 corre-

lated branches are employed, Wity spectrum given by (Ri-) = {2.5884 0.3732 0.0384}.
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BPSK; L = 3; )\(Rh) =[2.5884 0.37322 0.038403]; fm = 0.01; Exact: MS =7, T=11

0
10: T T T T T T T
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Figure 3.9. AEP vs. SNR per bit, obtained for BPSK by simulation, for exact MREC, BF,
MRC, with SINC and MMSE PSAMMs =7, T = 11); L = 3 correlated branches, witRy

spectrum given by (Ry) = {2.5884 0.3732 0.0384}.
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however, that SINC PSAM is much simpler than MMSE PSAM, and it does not rely on statis-

tical channel knowledge.

3.7.2 Suboptimum Eigen-/Combining — Approximate MREC, MRC, BF
3.7.2.1 Suboptimum Combining Given Channel Gain Estimates — Approximate MRC

Given the signal model in (3.1) at page 51, when individual channel gains are estimated, the
usual symbol detection method proposed and analyzed in the research literature [115, Ap-
pendixes B, C] [30, 48, 58] [123, Section 9.9] [20-22, 120] employs the linear combination

between the estimate of the channel gain vector
~ N ~ ~ 1T
g=1[01 G2 - On], (3.141)
and the received signal vector, i.e.,
~H ~
g'y. (3.142)

Note that the receiver uses the channel gain estimates as if they coincide with the actual gains,
which renders this approach suboptimum in general [120, Section Ill]. Therefore, we refer to
it asapproximate MR(127,128, 130].

3.7.2.2 Suboptimum Eigen-combining Given Eigengain Estimates: Approximate MREC

We denote agpproximate MREQhe combining approach in which tiNedimensional trans-
formed signal vector from (3.84) at page 74 is simply linearly combined with the vector com-

prising the eigenbranch estimates, i.e.,

A
9=l & - o’ (3.143)
Note that, besideg;, which is a weight for approximate MREC, the weights for exact
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MREC, given in (3.140) on page 88, require an additional factor which is a function of channel
fading and noise statistics.

Approximate MREC [47,48,77,125,127,128] uses for symbol detection the test statistic
gy, whereg is given by (3.143). Statistical independence of the eigenbranches allows for
a straightforward analysis of approximate MREC [125] based on the approach in [30, 120].
Given eigengain estimates, approximate MREC is suboptimum [120], with an involved AEP
expression [125, Eqns. 35, 37], unhelpful for adaptation to varying channel conditions. More-
over, approximate-MREC performance may actually degrade as the number of eigenbranches
increases [47,48,77,125,127].

We defineapproximate BFo be ordert approximate MREC. Thus, performance measures
shown or derived subsequently for ordéapproximate MREC also describe approximate-BF
performance, after making the substitutidn= 1.

Figs. 3.10 and 3.11 depict the MREC and MRC performance obtained by simulations
for ideal combining, as well as for approximate eigen-/combining with SINC and MMSE
PSAM, respectively. The channel gains are correlated, {%ith000 08739 06269 as
the first row ofR;; (which implies that all channel gains have unit variance), SoARE) =
{2.5884 0.3732 0.0384}. Note again that ideal MRC and ideal full MREC yield the same
performance. Furthermore, approximate MRC and approximate full MREC yield the same
performance for both SINC and MMSE PSAM, suggesting that they are equivalent as well.
This equivalence is demonstrated later, in Section 3.9.3.1, on page 105, for SINC PSAM, and
in Section 3.9.3.2, on page 105, for MMSE PSAM.

For the same correlation scenario, the approximate-MREC performance curves plotted
again, for SINC and MMSE PSAM, in Fig. 3.12 show significantly poorer performance with
SINC PSAM vs. MMSE PSAM. For example, MMSE interpolation outperforms SINC inter-

polation by aboutl.9, 2, and2.1 dB for orderd MREC (i.e., BF), orde2 MREC, and full
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BPSK; L=3;A(R ) =[25884 0.37322 0.038403]; f =0.01; SINC:M =7, T =11.
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Figure 3.10. AEP vs. SNR per bit, obtained for BPSK by simulation, for approximate
MREC, BF, and MRC with SINC PSAMMs = 7, T = 11), and for ideal MREC, BF,
and MRC;L = 3 correlated branches are employed, WRp spectrum given bW (R;) =
{2.5884 0.3732 0.0384}.
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BPSK; L=3;A(R) =[25884 0.37322 0.038403]; f =0.01; MMSE: M_=7,T =11,
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Figure 3.11. AEP vs. SNR per bit, obtained for BPSK by simulation, for approximate
MREC, BF, and MRC with MMSE PSAMNs = 7, T = 11), and for ideal MREC, BF,
and MRC;L = 3 correlated branches are employed, WRp spectrum given bW (R;) =
{2.5884 0.3732 0.0384}.
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MREC (i.e., MRC), respectively. Loss due to inaccurate channel knowledge compounds with
more combined terms. Recall, however, that SINC PSAM is much simpler than MMSE PSAM,

and it does not rely on statistical channel knowledge.

3.7.3 Exact vs. Approximate MREC, for SINC and MMSE PSAM

For the same scenario with correlated branches as above, Figs. 3.13 and 3.14 depict the MREC,
BF, and MRC performance for exact and approximate combining for SINC and MMSE PSAM,
respectively.

Notice first that approximate and exact BF perform identically, which is expected, because
the factor which multiplies the approximate-BF weigjit— see (3.143), on page 93 — to
yield the exact-BF weight — see (3.140), on page 88 — is real-valued and positive, for both
SINC and MMSE interpolation.

Fig. 3.13, which shows results for SINC PSAM, indicates that for approximate eigen-
combining the performance can degrade with increasing order. For example, at low SNR,
order2 approximate MREC can outperform full MREC by abOu& dB. Larger SNR reverses
the relative performance.

The same figure also shows that or@axact MREC only very slightly outperforms order-

2 approximate MREC at low SNR. However, they perform nearly identically for larger SNR
values. On the other hand, at low SNR, or8gfull) exact MREC outperforms full approx-

imate MREC by abou®.6 dB. Nevertheless, as SNR increases, the performance gap reduces
and then disappears. For MMSE PSAM, Fig. 3.14 shows no noticeable performance advan-
tage with exact vs. approximate combining. These results suggest that the performances of
approximate and exact combining can be fairly similar.

Finally, Figs. 3.13 and 3.14 both indicate that exact-MREC performance does not degrade

with higher order, unlike that of approximate MREC.
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BPSK; L= 3;A(R)=[25884 0.37322 0.038403]; f = 0.01; Approx: M, =7, T =11.
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Figure 3.12. AEP vs. SNR per bit, obtained for BPSK by simulation, for approximate MREC,
BF, MRC with SINC and MMSE PSAMNls = 7, T = 11); L = 3 correlated branches, witRy;

spectrum given by (Ry) = {2.5884 0.3732 0.0384}.
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BPSK; L =3;A(R)=[25884 0.37322 0.038403];f =0.01; SINC:M =7, T =11.
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Figure 3.13. AEP vs. SNR per bit, obtained for BPSK by simulation, for exact and approximate
MREC, BF, and MRC with SINC PSAMMs = 7, T = 11); L = 3 correlated branches are

employed, withRy- spectrum given by (R) = {2.5884 0.3732 0.0384}.
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BPSK; L =3;A(R)=[25884 0.37322 0.038403]; f =0.01; MMSE:M_=7,T=11.
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Figure 3.14. AEP vs. SNR per bit, obtained for BPSK by simulation, for exact and approximate
MREC, BF, and MRC with MMSE PSAMNls = 7, T = 11); L = 3 correlated branches are

employed, withRy- spectrum given by (R) = {2.5884 0.3732 0.0384}.
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3.8 Performance Analysis of MRC for Estimated Branches

3.8.1 Analysis of Approximate MRC
3.8.1.1 Previous Results

Traditionally, approximate-MRC analyses for BPSK modulation and i.i.d. Gaussian branches
relied on the characteristic function (c.f.) of the test statist{g" y} [30] [115, Appendix C].
Attempts [136, 137] to employ the combiner-output-SNR p.d.f. derived in [58, Eqn. 46] were
recently disproved [21,22,37,95, 96]. Very recently, correct analysis was found possible using
the so-called “effective” combiner-output SNR [95, Section IV.A] [96, Section IV.B].

For BPSK modulation and i.i.d. branches, the straightforward derivation from [30] relies
on Turin’s seminal work [142] on the c.f. of a Hermitian quadratic form in complex Gaussian
vectors [142, Eqgns. 4], and yields a simple closed-form AEP expression [30, Egn. 59].

In other classical work specifically targeting i.i.d. Rayleigh fading [115, Appendix C], in-
volved derivations yielded a closed-form AEP expression for BPSK [115, Appendix C, Eqn.
C-18]. The equivalence between [115, Appendix C, Egn. C-18] and [30, Eqn. 59] can be
proven using [123, Appendix 5A, Eqns. 5A.4]. These expressions generalize to i.k.c. the AEP
expression for ideal MRC given by [115, Egn. 14.4-15].

A finite-limit integral AEP expression [20, Eqn. 19], found by reinterpreting results from
[115, Appendix B] [123, Appendix 9A], is claimed to be applicable to BPSK modulation even
for non-i.i.d. fading. However, the assumption in [20, Eqn. 2], on the relation between a
channel gain and its estimate, can restrict the applicability of these results to the i.i.d. case.

The approach in [30] was rediscovered and applied for non-i.i.d. branches in [120], al-
though explicit AEP expressions were not actually provided. We describe this approach in

Section 3.8.1.2, on page 103.
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To the best of our knowledge, the most general (i.e., applicable even for correlated and non-
identically distributed branches) closed-form AEP expression for approximate MRC for BPSK
modulation is [125, Eqn. 37], which we obtained based on eigen-combining, as shown later
in Section 3.11.1, starting on page 118. Nevertheless, computer implementation of [125, Eqgn.
37]is fairly involved. A similar KLT-based analysis appears in [48], but the case of eigenvalues
of R with supra-unitary multiplicity was not considered.

Few results have been published for other PSK constellations for approximate MRC of
i.i.d. branches, and they are complicated — see, for instance, the very involved non-closed-
form AEP expression [115, Appendix C, Egn. C-16]. This motivates the much simpler alter-
native presented in Section 3.11.4, starting on page 125.

For MPSK constellations and non-i.i.d. Ricean fading, [96] computes an upper bound
(which becomes tighter for largé) on the average symbol and bit error probability of ap-
proximate MRC [96, Eqn. 3, p. 2138]. Assuming Gray mapping [115, p. 170], the procedure
actually yields the exact bit error probability, for BPSK and QPSK. However, since no actual
closed-form expression was obtained using this approach for correlated branches in [96], in-
volved numerical evaluation is then required. On the other hand, for Rician i.i.d. branches, [96,
Egn. 3] can be evaluated using the simple finite-limit integral [96, Eqn. 16].

The recent work in [38] targeting independent Ricean fading and allowing for channel gains
with different means but the same variance, can yield closed-form bit error probability expres-
sions for BPSK, QPSK, and M-QAM, for PSAM-based channel estimation, by exploiting the
Gray bit mapping and basic bit error probability results from [115, Appendix B].

Deriving the AEP for approximate MRC as described in [136] [137, Eqns. 3, 8], by in-
tegrating over the combiner-output-SNR p.d.f. tediously expressed by Gans in [58, Eqn. 46],
was recently disproved [21, 22, 37, 95, 96]. In fact, such an approach yields a loose error-

probability lower bound [21,22,37,95,96]. AEP expressions obtained as in [136,137] can thus
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seriously underestimate the effect of i.k.c. on diversity systems and even produce misleading
performance results [95, 96].

In [22], a correct analysis of approximate MRC for BPSK and i.i.d. Rayleigh fading branches,
hinging on the convenient channel gain model originally proposed as [58, Egn. 16], produced
a simple, finite-limit, AEP formula [22, Eqn. 23], which is equivalent to the classical, closed-

form, result [30, Egn. 59].

3.8.1.2 Straightforward Approximate-MRC Analysis for BPSK and Non-I.I.D. Branches

The following analysis approach is based on the original work for i.i.d. complex Gaussian
branches from [30] and its extension to non-i.i.d. branches from [120]. Since, for BPSK, the

received symbol is decided upon as

b= sign{0 [g"V]}, (3.144)

the AEP can be obtained by following the procedure outlined in Section 3.4.1.2, on page 57,
after replacing, R, andz with g, I, andy, respectively.

Computing the r.m.g.f. defined in (3.29), on page 57, and expressed in (3.39), on page 59,
for the decision variablg = 0 [g¥] requires knowledge dRg = E{gg"}, Rgy = E{Gy"},
Ryg = E{y&"} = RY., andRy = E{y¥"} — see (3.40), on page 59. (For SINC and MMSE

PSAM, these matrices are expressed in closed-form in Appendix B, Sections B.1.1 and B.1.2,
respectively.) These correlation matrices are non-diagonal for correlated branches, which pre-
vents us from expressing in closed-form the poles of the r.m.ggd-efsee (3.39), on page 59

— and, thus, for the AEP for approximate MRC. Then, numerical computation of the eigen-

R R

values of the (non-block-diagond). x 2L-matrix v e is required.
). R~~
y g
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3.8.2 Analysis of Exact MRC

Exact MRC, defined in Section 3.7.1, on page 86, and described in detail in Appendix A,
uses the combiner = Rglrﬁ — with m andRy expressed in Appendix B, Section B.2, for
SINC and MMSE PSAM — for the received signal vector from (3.1), on page 51, to yield the

instantaneous output SNR
y=Esm" R tm. (3.145)

The straightforward SNR-based analysis approach outlined in Section 3.4.1.1, on page 55,
cannot directly be applied for correlated branches, syftem (3.145) is not written as a sum
of independent SNRs, as required — see (3.23) at page 56. Nevertheless, since the detection
variable for exact MRC can be written a$' y = m" Ry 1y, the BPSK case can be tackled with
the method described in Section 3.4.1.2, on page 57, after repbacRgandz with m, Ry,
andy, respectively. The matrices required then to compute the AEP were determined as shown

in Appendix B, Section B.2, for both SINC and MMSE PSAM.

3.9 Equivalences between MREC, MRC, BF

3.9.1 Full MREC and MRC Coincide for I.1.D. Branches

Proposition 2 at page 54 indicates that for i.i.d. branches we Rave A I .. Then, the eigen-
vectors which make ujE. can be any set of vectors which form an orthonormal basis in
CL [26]. SelectingE, = I, leaves the KLT (foN = L) with no impact, and so branches and
eigenbranches coincide. Therefore, full MREC and MRC coincide for p.k.c. or i.k.c., optimum

or suboptimum combining.
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3.9.2 Exact and Approximate BF are Performance-Equivalent

By definition, BF and ordet-MREC coincide for p.k.c., as well as for i.k.c. when either exact
or approximate combining is employed. Thus, performance measures derived subsequently for
orderN MREC also describe BF, after making the substitutios: 1.

Furthermore, if the cross-correlation between the dominant eigengain and its estimate is
assumed real-valued and positive [30, p. 34] [115, p. 954] (true for SINC and MMSE PSAM),
then the factor which multiplieg; in expression (3.140), on page 88, of the weight for exact
BF can be disregarded. Thus, exact and approximate BF perform identically for MPSK, which
was already noticed, for BPSK, based on simulation results, in Section 3.7.3 — see Fig. 3.13,

on page 99, and Fig. 3.14, on page 100.

3.9.3 MRC and Order-L (Full) MREC are Performance-Equivalent

Recall from Section 3.5.4.2, page 79, that for perfectly known channel gains and eigen-gains,
(ideal) MRC and full MREC are performance equivalent [9, 50]. In this section we prove that
full MREC and MRC are equivalent for both optimum and approximate combining when the

gains and eigengains are estimated employing the same method, either SINC or MMSE PSAM.

3.9.3.1 Approximate Eigen-/Combining for SINC PSAM

Using (3.110) from page 83, we can show that, for SINC PSAM, the channel gain vector

estimatorg can be written as

g=YVv, (3.146)

A

where (?>i,t+T1+l = Vi(t,0), i=1:L,t=—Ty: T, After the KLT with N =L the

1
VEpbp

eigengain estimatay can be rewritten based on (3.107) from page 82 as

g=Yv, (3.147)



where (Y )i 111,41 = ﬁ)ﬁ (t,0),i=1:L,t =—T;: To. For SINC interpolationv = v.
Further, since/ = E['y, it can be shown that = E['Y. Thus,
9=E['g, (3.148)
so that
o'y =g"ELE['Y=0"Y, (3.149)

proving that full approximate MREC and approximate MRC are equivalent in terms of symbol

detection performance.

3.9.3.2 Approximate Eigen-/Combining for MMSE PSAM

The received signal vector with pilot samplgsfrom (3.114), on page 84, can be written as
Yp = Eyp, whereE 2 diag{E_,...,EL} is anLT x LT block-diagonal, unitary matrix, and
yp is the analog, written for the eigenbranches, of,. If we defineRy, 2 E {ypyg } and

A
Ry,h = E{yph"}, thenRy =ERy E", andRy & =ERy,n El', and from (3.113) and (3.116)
we determined thaj = E, GﬂptyID =ELg, WhereGopté R;pl Ry, h- Thus, the symbol decision

variables for approximate MRC and full approximate MREC are equal also for MMSE PSAM.

3.9.3.3 Exact Eigen-/Combining for SINC and MMSE PSAM

Exact MRC implementation is described in Appendix B, Section B.2, on page 213, and exact
MREC implementation is described in Section 3.7.1, on page 85. Using the relationship be-
tween the eigengains (ftf = L) and gains, i.eh = EE h, and the relationship between their
estimates obtained above, i@~ E}' g, we found thaR, = E{' Ry E|, andm = E' m, which

yield the relationship between the eigen-combiner for exact full MREC and the combiner for

exact MRC asw = EE w. Then, the corresponding conditioned SNRs, iyefrom (3.130),
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page 86, ang from (3.145), page 104, are equal, proving the equivalence between exact full

MREC and MRC in terms of symbol detection performance.

3.9.4 Exact and Approximate MRC are Performance-Equivalent

for I.1.D. Branches

When the branches are i.i.d., full MREC coincides with MRC. Furthermore, the factors which
multiply gi in the expression for exact MREC (also for exact MRC in this case) weights
from (3.140), on page 88, are equal. Assuming that they are real-valued and positive as
well [30, p. 34] [115, p. 954] (true for SINC and MMSE PSAM), these factors then do
not impact exact MRC (full MREC) detection performance, rendering it identical to that of
approximate MRC (full MREC). Fig. 3.15 confirms these deductions based on simulations for
a scenario with QPSK modulatioh,= 1 : 3i.i.d. branches with unit-variance channel gains,

and SINC PSAM channel estimation.

3.10 Performance Analysis of Optimum Eigen-/Combining

3.10.1 Simple, Non-Closed-Form, AEP Expression for Exact MREC

In Section 3.7.1, the signal model developed for exact eigen-combining in (3.125), on page 85,
conveniently compounds the channel estimation errors with the receiver noise, to permit an
analysis based on the actual symbol detection SNR from (3.130), page 86. Thus, the error

probability given the channel eigengain estimates can be computed as [123, Eqn. 8.22, p. 196]

P()_E/M“”_l"ex {_ QPSK}d (3.150)
2¥) =1 |, Pl Va2 99 -

where the actual output symbol detection SNR is given by the sum of the individual SNRs, i.e.,

y= ziNzl ¥ — see (3.135), on page 88.
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QPSK;A(R)=[1 1 1];f =0.01; SINC:M =7, T=11,
10 F T T T T T T T

o ' A
Lu]_ozﬁ V\ ,,,,,,,,,,,,,, ~ A ....... -
Vs/ ‘A\ :
Vo, A
V\ . \A\ )
~
\V A\
10k exact MRC,L=1(SISO) | . Sl SUURL S T A
| O approx MRC, L =1 (SISO) V/\ : : : ]
= = =exact MRC, L =2 ’V\
A approx MRC, N =2 S
----- exact MRC, L =3 V’\, ]
approx MRC, L = 3 X
10‘4 V\ . . . . . ! ! ! ! ! ! V'\
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 3.15. AEP vs. SNR per bit, obtained by simulation, for QPSK, approximate and exact

MRC of L =1: 3i.i.d. branches, with SINC PSAM channel estimation.
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For exact MREC, the independence of individual SNR teyrris=1: N, defined in (3.136),
on page 88, along with the above SNR additivity property, allows for a simple, conditioned-
SNR-based AEP analysis, along the same lines as in Section 3.4.1.1, page 55. For MPSK

transmitted signals and order-N exact MREC, the AEP is then

1w gpsk |
Pen = — 1+T; d 3.151
eN 7T/0 IU( + ISin2§D> o, ( )

which depends on modulation constellation size, MREC oNieantenna correlation, esti-
mation method and parameters. Note that, sinceefined in (3.137), on page 88, is positive
Vi =1:N, the performance of exact MREC cannot degrade with higher order. Although (3.151)
requires numerical integration, it can be computed easily on a computer. Similar results are
possible for other modulations as well as for Rician fading — see Section 3.4.1.1, on page 55.
Consider again the case bf= 3, when the channel gains are correlated, with the first
row of R;: given by[1.0000 08739 06268 (this implies that all channel gains have unit
variance; recall from page 52 that we assume a Toeplitz structui:forso thatA (R;;) =
{2.5884 0.3732 0.0384}. Figs. 3.16 and 3.17 describe, for BPSK, the performance of exact
BF, MREC, and MRC, for SINC and MMSE PSAM, respectively, as evaluated with (3.151)

and by simulation. These figures indicate the following:
e There is a good agreement between analysis and simulation results.
¢ MRC and full MREC perform identically.
e MREC performance does not degrade with higher order.

e Full-MREC (i.e., MRC, optimum) performance can be obtained with MREC of lower
order for certain SNR ranges. For example, ful-MREC performance can be obtained
with order2 MREC for y, < 8 dB for SINC PSAM, and fory, < 5 dB for MMSE

PSAM.
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BPSK; L =3; )\(Rh) =[2.5884 0.37322 0.038403];Exact; fm =0.01, SINC: MS =7, T=11
0

1 0 F T T T T T T

AEP

simulation: MREC, N = 1 (BF) g:~
10%L| O analysis: MREC, N =1 (BF) *3:\
| = = = simulation: MREC, N =2 : ; \,3

O analysis: MREC, N =2
‘‘‘‘‘ simulation: full MREC, N
analysis: full MREC, N =

X simulation: MRC
-4 | | | | | | | | | | | | |

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
y, [dB]

=L=3
L=3

10

Figure 3.16. AEP vs. SNR per bit, obtained by simulation and from analysis, for BPSK trans-
mitted symbols, for exact BF, MREC, and MRC, with SINC PSAM: 3 correlated branches

are employed, witlR; spectrum given by (Ry.) = {2.5884 0.3732 0.0384;.
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BPSK; L = 3; )\(Rh) =[2.5884 0.37322 0.038403];Exact; fm =0.01, MMSE: MS =7, T=11.
0
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Figure 3.17. AEP vs. SNR per bit, obtained by simulation and from analysis, for BPSK
transmitted symbols, for exact BF, MREC, and MRC, with MMSE PSAM: 3 correlated

branches are employed, wiRy. spectrum given by (R) = {2.5884 0.3732 0.0384}.
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3.10.2 Closed-Form AEP Expressions for Exact MREC

Let{=1,=2, ..., =n,} denote the distinct values in the g€t gpsk, M2 Opsk; - - - , I'N Opsk}
— which enter the finite-limit integral AEP expression for exact MREC from (3.151), on
page 109 — and let, denote the algebraic multiplicity &y, k = 1 : Ng, with inlrk =N.
Then, the r.m.g.f. — defined in (3.29), on page 57 — of exact MREC output $NR

see (3.130), on page 86 —is

Ny 1 Mk
Fy(s) = I(|:|1 { 1+SEJ . (3.152)

We separately consider each case of interest below. The AEP and outage probability (OP)
expressions derived next for the case when all eigenvalugs, abincide form the building
blocks for the subsequently discussed cases.

3.10.2.1 The Case when All Eigenvalues are Equal

Recall from Section 3.9.1, page 104, that when all eigenvalug®;cdre equal the eigen-

branches coincide with the branches. In this chlges- 1,r; = N, and=y = =1 £=2 I Opsk
so that (3.152) reduces to
Fy(s) = ! (3.153)
T (4 s)V '

and the finite-limit integral exact-MREC AEP expression from (3.151) becomes

:_/ ( sz(p)_quo, (3.154)

or, in closed-form [123, Appendix 5A, Eqgns. 5A.17-19, pp. 127, 128],

= N—1
S e (M EEE

n=0

. _1 N_1 1 Tin 2(n—i)+1
+sin(tan *a) > Zlm [cos(tana)] (3.155)
n=1
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where

A = m\ 1
a = =1 (tanm> , (3.156)
A (Zn)
Tin = o : (3.157)
( n—i )4 [2<n_|>+1]
For BPSK this yields [115, Eqn. 14.4-15, p. 825] [123, Appendix 5A, Egn. 5A.4b]
1 NN-L/N—1+4n\[1 n
ra=[z0-0) s (Y77 [zaa] (3.158)
where

A | = I gpsk [ gpsk :
¢ =+1 | Togpsk+1 “V Mgpsk+1 H ( )
with u being the correlation coefficient between the actual (eigen)gain and its estimate,
g A [ gpsk
V T opsk+1’

(3.160)
andr is the (eigen)branch average SNR for p.k.c., defined in (3.138), on page 88. Using [123
Appendix 5A, Egns. 5A.4], (3.158) can be shown to be equivalent to

Por = 5 [1—5 E <2n”) (1‘52)1 |

4

(3.161)
The p.d.f. ofy defined in (3.130), on page 86, can now be derived from (3.153), using (3.30)
from page 57, as [115, Eqgns. 14.4-12, 13, p. 825]

T
py(y) = &N_ﬁ-

(3.162)
Substituting this into the outage probability definition from (3.50), on page 61, yields

Po=% (N, @) , (3.163)
where
A 1 X —tin—1
= 164
%(n,x) (n—l)!/o et 1 dt (3.164)
is theincomplete gamma functiof®, Eqn. 6.5.1, p. 260].

113



3.10.2.2 The Case when Some Eigenvalues are Equal

For multi-branch receivers, some eigenvalue®pfcan become (nearly) equal [128, Fig. 1]
[130, Fig. 1]. Therefore, a separate analysis of this most general case is worthwhile.
Using the partial fraction expansion procedure described in83,02, pp. 56-57], we

can write (3.152) as

1 % ka 1
Fy(s) =% S (3.165)
A —l ’ 1 I
=1 <s+ E_k)
whereA 2 (M =" and the factoc, | is given by
(o [re (s 2) )]
= ———<Dg* " |F S+ — :
k| (re—1)! { y( s = =1
with DY [G(9)] 2 dngsﬂ, i.e., thenth derivative ofG(s).
Based on [18]¢x | can be expressed in the closed-form
1\ ~(riti)
Ck,| = 1) ! gl_ldj <___k) , k=1:Ng, I =121:rg (3.166)
_] —

Ik

whereQ stands for the set of integers satisfy@er iq,...,Ik-1,lki1,-.-,ing < Fk— | andip +
ik a ket ing = -1, andd) = (07,
Note that the individual terms of the sum in (3.165) can be recast as the ratio from (3.153).
Therefore, we can use results from Section 3.10.2.1 to write the exact-MREC AEP expression

for this most general case in the following canonical form

1 Na rk
Ck,I - (3.167)
e Akzllz
where
_ a1 M st )
[ (Zk) = = — 1 d 3.168
O = L (3.168)
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actually coincides witlee| given by (3.154), and thus is described in closed-form by (3.155) —
(3.161), by replacindN, =, &, T, u, andf with |, =y, ék, Mk, Uk, andfk, respectively.

Note that, unlike the non-closed-form exact-MREC AEP expression from (3.151), page 109,
the equivalent closed-form AEP expression from (3.167) is very difficult to implement and
evaluate on a computer, because the faagrsiefined in (3.166) depend on the relative mag-
nitudes of the eigenvalues BE:.

The p.d.f. ofy can now be obtained as the inverse Laplace transform of (3.165), i.e.,

13 erc.“ v le = y €77 (3.169)
k 11
using the building blocks provided by (3.153) and (3.162). Substituting this into the outage
probability definition from (3.50), on page 61, yields the following general canonical form for
the outage probability of exact MREC
138 & =l Yth
Po= Akzllz Ckl =9 ( ) (3.170)

where¥ (-,-) was defined in (3.164), on page 113.

3.10.2.3 The Case when All Eigenvalues are Distinct

In this casedNg = N andr, =1, Vk=1:N, so that (3.165) and (3.166) yield

N
1
F/(s) = — 3.171
y(S) kZlel+S:k ( )
where
N :k
Rq = I'L_ —. (3.172)
Ak =k~ =
Then, from (3.171), using (3.153) and (3.158) fbe= 1, we obtain
1 N
=5 Re(1-&). (3.173)

k

1
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which, for p.k.c., uncorrelated branches, and BPSK, reduces to the MRC AEP-formula [115,
Eqn. 14.5-28, p. 845].

In this case, the p.d.f. of, given in (3.169), becomes [89, Eqn. (10-60), p. 308]

N 1 _
Pv(V) =3 Rz, RS (3.174)
k=1 —

which, for p.k.c., reduces to [115, Eqn. 14.5-26, p. 847]. Then, the OP is given by

A Yin/=
Po=SY R (1—e /=), (3.175)
o= 3 R )

3.10.3 Exact-MREC Analysis Results Specialized to Exact BF and MRC

For N = 1, exact MREC reduces to exact BF, for which (3.151), on page 109, is then a non-
closed-form, but finite-limit integral, average error probability expression. This can be recast in
closed-form as described in Section 3.10.2.1 at page 112. Thus, the exact-BF AEP for MPSK

and arbitrarily correlated Rayleigh fading is given by the following expressions:

R gpsk \ 1 I"10psk
b L 1ar do== [1- /29K _} (3476
© Tr/o ( + lsin2q0> =3 M10psk+1 ( )

Due to the equivalence demonstrated in Section 3.9.3.3, page 106, between full MREC and

MRC, it follows that (3.151), page 109, with = L, also describes exact-MRC performance,
for non-i.i.d. branches. The equivalent closed-form average error probability expressions de-
rived above for exact MREC also hold for exact MRC, afterlthe L substitution.

Similarly, we can obtain exact-BF and exact-MRC OP expressions from the ones derived
above for exact MREC. We have thus unified the treatment of exact MREC, BF, and MRC,
for which we obtained new, simple non-closed-form as well as more involved closed-form
performance-measure expressions that cover most cases of interest in terms of channel estima-
tion procedure, and relative channel gain eigenvalue magnitudes. They are useful in optimum
eigen-/combining performance evaluation given statistical information about the noise and fad-

ing, as well as for MREC adaptation, as shown later.
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3.10.4 Exact-MREC Analysis Results Specialized to ldeal MREC, BF,

and MRC
3.10.4.1 Exact-MREC Analysis Results Specialized to Ideal MREC

Perfectly known eigengains implies that= 1, Vi = 1 : L. Then the average effective eigen-
branch SNR; defined for i.k.c. in (3.137), on page 88, reduces to the average actual eigen-
branch SNRj defined for p.k.c. in (3.138), on page 88, and the nonclosed-form AEP expres-
sion for exact MREC from (3.151), on page 109, reduces to the expression for ideal MREC,
already determined in (3.105), on page 77. Thus, the closed-form AEP expressions derived in
Section 3.10.2, starting at page 112, for optimum MREC for i.k.c. yield corresponding closed-
form AEP expressions for ideal MREC by simply replacihgvith I';. Similarly, we can obtain
ideal-MRC OP expressions from the ones derived above for exact MREC. We thus unified the

treatment of optimum eigen-combining for i.k.c. and p.k.c.

3.10.4.2 Exact-MREC Analysis Results Specialized to Ideal BF and MRC

By definition, BF is ordert MREC. Therefore, the AEP and OP expressions derived above for
exact ordeiN MREC characterize, by substitutifégy= 1 and by replacing; with [, ideal BF.

Since full MREC and MRC are equivalent for p.k.c. [50], the AEP and OP expressions
derived above for exact ord&-MREC reduce, by substitutin = L and by replacind’;
with j, to the AEP and OP expressions for ideal MRC. Evidently, for p.k.c. and uncorrelated
branches, Eqgn. (3.151), on page 109, reduces to the MRC AEP expression already derived
in (3.63), on page 63.
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3.11 Performance Analysis of Suboptimum Eigen-/Combining

3.11.1 Performance Analysis of Approximate MREC

Approximate MREC was described in Section 3.7.2.2, on page 93. Approximate-MREC error

probability analysis for BPSK relies on the approach described in Section 3.4.1.2, on page 57,
by replacingx, z, andR with g, y, andly, respectively. Recall thag, defined in (3.143), on

page 93, is the estimate of thbdimensional eigengain vector from (3.86), on page 74,yand

is the transformed signal vector defined in (3.84), on page 74. The symbol-detection variable

for approximate MREC ig = g™y, whose r.m.g.f. can be written based on (3.42) — (3.47), as

1

N
Fy(S) = 3.177
(= s+ 2] @.177)
where
2
Es (02 5
a2 = M = }Noogzk [1+(1-pd)T] >0, (3.178)

4T 4

with [, given by (3.137), on page 88, the relation betwEgmnd[ ' described by (3.139), on

page 88, and
2 2§ 1
S1= — S _ S . _ >0, (3.179)
Esogn 1— ¢k Esoﬁkagk 1 — pi k
2 2§ 1
S2 S S -~ >0, (3.180)

= 2 . p— .
EsOgn, 114 Esof a5 1+ Hiék

with Ek given by (3.160), on page 113, (for BPS#zsk = 1), and the relation betweef and
Ek given by (3.159), on page 113.

Again, we consider separately three particular situations.
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3.11.1.1 The Case when Some Eigenvalues are Equal

Assuming that some of the eigen-branches may have identical parameters, the r.ngg.f. of

becomes

Ny 1
Fq(s) = N s trsa)™ (3.181)

which we conveniently rewrite as

1 2Ng 1
F —_— 3.182
Q( B |_| S—|— O.p) ( )
where
Ny
B £ [](-a)"™ (3.183)
k=1
—Sp1 , Pp="Ip, forp=1:Ng,
o, 2 P PP (3.184)

Sp-Ng,2 » Pp="TIp-nNg: forp=Ng+1:2Ng.
As in Section 3.10.2.2, we obtain, based on [§5102, pp. 56-57], the following partial

fraction expansion:

Fq(9) 1 Zgj %c 1 (3.185)
-5 | 5 .
! B&s ™ (s+op)
with
r B (Pp-1) p ‘
Cpl = Ds™® "/ [Fy(S)- (s+ 0p)"P :
2Ny 1
_ p |
= P Z |'| 6, 5 L (3.186)
0j — Op)
J#p
whereW stands for the set of integers satisfyiQg< iq,...,ip-1,ips1,...,long < pp—1 and

i1+~-~+ip—1+ip+l+-..—|—i2Nd = pp—l, anchj = (pifijlﬂj),
The p.d.f. ofg, obtained as the inverse Laplace transfornkqgk) from (3.185), is
Nd 'k

Ckl = Ok Ng | _
Pt Bkzllzl dtetu(-a)+ (I iNZE)! q le%2%u(g)|, (3.187)
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whereu(q) is the unit-step function, i.eu(q) = 0 for q < 0, andu(q) = 1 for g > 0. Since

Pe= f?w Pq(q)dg, only the first term from the abovey(q) expression affects thig, which
then becomes

P = 3 k" |—<—

Bk;l; L Skl

r |
1 Nd Mk B \/Eo-gzkhk ) 1—€k]

PP

1Nd rg r 1:||

(3.188)

_ |
2 42 v
1 Na Esahk 04 | 1— 1 Ek]

L e

(3.189)

This novel formula is applicable for arbitrary channel gain correlations.

Consider agair. = 3, with correlated channel gains, and the first rowRgf given by
[1.0000 08739 06269 (this implies that all channel gains have unit variance; recall from
page 52 that we assume a Toeplitz structurdgyrso thatA (R-) = {2.5884 0.3732 0.0384}.

For this case, Figs. 3.18 and 3.19 describe the performance of approximate BF, MREC, and
MRC for SINC and MMSE PSAM, respectively, as evaluated from (3.189) and by simulation.
These figures indicate a good agreement between analysis and simulation results. They validate
our statement that approximate MRC and approximate full MREC coincide in terms of perfor-
mance — see Sections 3.9.3.1 and 3.9.3.2. Furthermore, Fig. 3.18 confirms that approximate-
MREC performance can degrade with increasing order: in this example, MREC outper-

forms full MREC (and thus approximate MRC), fgy < 8 dB. Actually, for this SNR range,

Fig. 3.13, on page 99, shows that or@approximate MREC has near-optimum performance,

i.e., the performance of exact full MREC (and thus exact MRC).

As inter-branch correlation changes — slowly, relative to fading, in typical scenarios [8,
130] — eigenvalues dR; can become nearly equal [128, Fig. 1] [130, Fig. 1]. This changes
the multiplicities within the spectrum @®;, i.e.,r¢ from (3.181). Then, the factog,, p=

1: Ny, need to be accordingly re-computed, with the cumbersome expression from (3.186).
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BPSK; L =3; )\(Rh) =[2.5884 0.37322 0.038403];Approx; fm =0.01, SINC: Ms =7, T=11.
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w |l

L
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Figure 3.18. AEP vs. SNR per bit, obtained analytically, from (3.189), and by simula-
tion, for BPSK transmitted symbols, for approximate BF, MREC, and MRC, with SINC
PSAM; L = 3 correlated branches are employed, wiRy spectrum given byA (Ry) =
{2.5884 0.3732 0.0384}.
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BPSK; L =3; )\(Rh) =[2.5884 0.37322 0.038403];Approx; fm =0.01, MMSE: Ms =7, T=11.
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Figure 3.19. AEP vs. SNR per bit, obtained analytically, from (3.189), and by simula-
tion, for BPSK transmitted symbols, for approximate BF, MREC, and MRC, with MMSE
PSAM; L = 3 correlated branches are employed, WRl spectrum given byA(R;) =
{2.5884 0.3732 0.0384}.
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3.11.1.2 The Case when All Eigenvalues are Equal

Proposition 2, on page 54, states that equal eigenvalues implies i.i.d. branches. That is, eigen-
branches coincide with branches. In this case we can drop the knbdegausé&k = Ny = 1
(r1 = N). Manipulating (3.188) and (3.189) using a version of (3.186) specialized to this case,

we obtain

P = B(l—f)}NN_l(N_Hn) E(Hf)r

n=0 n

_ E (1_u€>]N:§1(N_:+n> B <1+u€)r. (3.190)

0
This can be shown to coincide with [30, Eqn. 59, p. 39]. Using [123, Appendix 5A, Eqgns.

5A.4], (3.190) can be shown to be equivalent to [115, Appendix C, Eqn. C-18]. For p.k.c. gains

we haveu = 1 and (3.190) reduces to the well-known result [115, Egn. (14.4-15)].

3.11.1.3 The Case when All Eigenvalues are Distinct
In this caseNg = N, andry = 1, Yk = 1: N, so that (3.188), (3.189) and (3.186) yield

= zzsk (1-&) = 225« (1- i) (3.191)

where

N
S = ! . (3.192)

EARCICIRE BICERE B

Note that, forN = L, this result generalizes previous results from [89, p. 308] which were
obtained specifically for p.k.c. and MRC of correlated gains whose correlation matrix has only
distinct eigenvalues.

Egn. (3.191) is similar to [48, Egn. 16, p. 421] which was derived specifically for MREC
with unequal eigen-gain variances (eigenvalues), and ML estimation. Obviously, such ex-
pression fails to produce useful results when some eigenvalues can become nearly-equal —

see [125, Fig. 2] — making our AEP expression (3.189) strictly necessary.
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3.11.2 Approximate-MREC Analysis Results Specialized to Approximate

BF and MRC

For N = 1, approximate MREC reduces to approximate BF, by definition. Then, a new ap-
proximate-BF AEP expression is (3.190) fdr= 1. That coincides with the exact-BF AEP
expression (3.176), on page 116. This confirms the equivalence between exact and approximate
BF, stated in Section 3.9.2 at page 105.

For SINC and MMSE PSAM, we proved in Sections 3.9.3.1 and 3.9.3.2, respectively, that
full approximate MREC and approximate MRC are performance-equivalent. Therefore, the
above approximate-MREC analysis results,No« L, apply to approximate MRC. To the best
of our knowledge, Egn. (3.188), on page 120, which we first derived in [125], is the most
encompassing AEP expression available for BPSK and approximate MRC of branches with
arbitrarily correlated Rayleigh fading channel gains.

Although in closed-form, the AEP expression from (3.188) has a tedious computer imple-

mentation, as opposed to the exact-MREC AEP expression we derived in (3.151), on page 109.

3.11.3 Approximate-MREC Analysis Results Specialized to Ideal MREC,

BF, and MRC

The approximate-MREC AEP expressions derived in Section 3.11.1, starting on page 118,
can be specialized to produce corresponding AEP expressions for ideal MREC, BF and MRC,
by simply substitutingu; = 1, andN = 1 or N = L, accordingly. The results coincide with

expressions derived earlier in this work specifically for those special cases.
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3.11.4 Novel Performance Measures for Approximate MRC

of I.1.D. Branches

As stated in Section 3.9.1, page 104, the KLT has no effect on i.i.d. branches. Gains and eigen-
gains, branches and eigenbranches, combining and eigen-combining then coincide. Further-
more, the factors which multiplg;, to produce the exact-MRC weights from (3.140), page 88,
are equaVi = 1: L. Since this common factor is real-valued and positive as well, exact MRC
reduces to approximate MRC, whaske weight is simply given by; — see (3.141), page 93.
Therefore, exact-MRC analysis results (i.e., AEP and OP expressions) obtained earlier for
MPSK and i.i.d. channel gains also characterize approximate MRC performance.

For MPSK transmitted signal and exact MRC, the symbol error probability conditioned on

the channel gain estimates can be written as (3.150)

Py )_E/M“”l"ex {— gPSK}d (3.193)
ey_n_o p ySanQD QD, .

wherey = ziL:ly', and the conditioned SNR for théh branch,y, is given by (3.136), on
page 88. For i.i.d. branches the above applies for approximate MRC, and can be used to derive

average error probability or outage probability expressions as described next.

3.11.4.1 Approximate-MRC AEP For MPSK, I.I.D. Branches

The simple m.g.f.-based procedure described in Section 3.4.1.1, page 55, can now be employed
as in Section 3.10.1, page 107, to produce the following simple, finite-limit integral, AEP

expression for MPSK and exact MRC of i.i.d. branches

P= 1/MM1H(1+r gPSK)_Ld (3.194)
S sirt @ @ '
wherel 2 MN=ro=...=IL >0, andrl; is the average effective SNR per branch, defined

in (3.137), page 88. Since the branches are i.i.d., the above applies to approximate MRC as
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well. To the best of our knowledge, (3.194) is the simplest expression available for this case.
Note now that, unlike for correlated channel gains, the performance of MRC with (estimated)
i.i.d. channel gains, cannot degrade by increasing the number of branches, becadise

Using [123, Appendix 5A, Eqgn. 5A.4b] favl = 2, Eqn. (3.194) can be shown to reduce to
previous results for BPSK and approximate MRC of i.i.d. Rayleigh fading branches [30, Eqn.
59][115, Appendix C, Eqn. C-18][21, Eqgn. 23]. However, it is not known whether the analysis
methods in [21, 30, 125] can be generalized for MPSK.

For MPSK modulation, the new approximate-MRC AEP expression (3.194) is much sim-
pler than the incomplete, non-closed-form, alternative [115, Appendix C, Eqn. C-16]. A
closed-form equivalent of (3.194) can be obtained as described for exact combining in Sec-
tion 3.10.2.1, page 112, by replacihgwith L in Egns. (3.154) — (3.157). For BPSK, this
reduces to (3.158), or equivalently, to (3.161), and also to the expression obtained specifically
for this case using approximate eigen-combining analysis, in (3.190), on page 123. Now note
the coincidence between (3.158), on page 113, and (3.190), on page 123, which are, respec-
tively, the exact- and approximate-MRC AEP expressions we derived for i.i.d. branches. This
confirms our earlier statement that exact and approximate MRC coincide for i.i.d. branches.

Figs. 3.20 and 3.21 display the average symbol error probability for MPSK Mith
2,4,8,16,64,256 approximate/exact MRC df = 5 i.i.d. branches, for SINC and MMSE
PSAM, respectively. Using the approximate relationship [115, Eqn. 5.2-62, p. 271] [123, Eqn.
8.7, p. 195] between the bit and symbol error probabilities, which is valid for Gray mapping at
large symbol SNR, along with (3.194), we plot the average bit error probability for MPSK and
approximate MRC of i.i.d. branches in Figs. 3.22 and 3.23.

For Rayleigh fading and p.k.c. it can be shown that BPSK and QPSK vyield the same bit
error probability [115, p. 832]. Figs. 3.22 and 3.23 indicate that bit error performance for

BPSK and QPSK remains similar even for estimated channel gains estimation. Nevertheless,
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L =5 i.i.d. branches; approx/exact MRC; 1:“ =0.0; SINC: M =7, T=11.
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Figure 3.20. Average symbol error probability vs. SNR per bit, for approximate and exact

MRC of L =5i.i.d. branches and SINC PSAM.

smaller constellations will yield lower error floors.

3.11.4.2 Approximate-MRC Outage Probability Expression For MPSK, I.1.D. Branches

Since approximate MRC coincides with exact MRC for i.i.d. branches, we can use the p.d.f. of
the actual symbol detection SNRyiven by (3.162) on page 113, to derive its outage probabil-
ity, as given by (3.163), on page 113. To the best of our knowledge, this result is much simpler

and more accurate than previous results, e.g., the infinite-limit integral expression [95, Eqn.
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L =5 i.i.d. branches; approx/exact MRC; fm =0.01; MMSE: M =7T=11
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Figure 3.21. Average symbol error probability vs. SNR per bit, for approximate and exact

MRC of L =5i.i.d. branches and MMSE PSAM.
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L =5i.i.d. branches; approx/exact MRC; 1:n =0.01; SINC: M =7T=11L
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Figure 3.22. Average bit error probability vs. SNR per bit, for approximate and exact MRC of

L =5i.i.d. branches and SINC PSAM.
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Average Bit Error Probability

Figure 3.23. Average bit error probability vs. SNR per bit, for approximate and exact MRC of
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20], which is only an upper bound on the outage probability.

3.11.4.3 Comparison with Previous Work

We noticed intriguing similarities and differences between our exact-MRC-based analysis of
approximate MRC — described above — and previous results from [21] [95].

First, at the end of their approximate-MRC analysis for BPSK, the authors of [21] defined
the “effective SNR due to Gaussian errors” in [21, Eqn. 22], which then enters a closed-form
AEP expression [21, Eqn. 23]. We found that their “effective” SNR coincides withl'our
defined in (3.137), which enters our simple, finite-limit integral, AEP expression from (3.194),
written for BPSK. Therefore, [21, Eqn. 23] is equivalent to our (3.190), and [30, Eqn. 59][115,
Appendix C, Egn. C-18].

Furthermore, a cumbersome relation between the channel gain and its estimate [21, Eqn.
8] — originally proposed in [58, Egn. 16] — is actually equivalent to (3.124), on page 85.
However, [21] did not focus on the “effective” SNR conditioned on the channel gain estimates,
which we defined in (3.130), on page 86, and then used to obtain (3.194). Our approach
presented above is simpler and works for any MPSK constellation because the channel gain
estimation error — contained in vect®from (3.124), page 85 — is considered as noise in our
working signal model (3.125), page 85, unlike in [21].

In [95, Section IV.A], an approximate-MRC analysis approach for i.i.d. branches and MPSK
is presented. Relying on [58, Egn. 16], this approach compounds the channel estimation errors
with the receiver noise and employs the “effective” SNR conditioned on the channel gain es-
timates for performance analysis based on the m.g.f. of this SNR. Nevertheless, only an upper
bound on the average symbol error probability is provided for MPSK, although exact bit error
probability expressions are also claimed possible, for BPSK and QPSK (with Gray mapping).

Note that results from [95] can be employed to extend our error and outage probability analysis
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Table 3.7. Numerical complexity (no. of complex multiplications/additions).foranches

Combining method| Interpolation method MRC orderN MREC
approximate SINC L(T+1) N(L+T+1)
MMSE L(LT+1) | N(L+T+1)

exact SINC L(L4+T+1) | N(L+T+2)
MMSE LILT+L4+1) | N(L+T+2)

for Ricean channel fading.

3.12 BF, MREC, and MRC — a Complexity Comparison

The numerical complexities of MRC and orddrMREC, in terms of the number of complex
multiplications/additions required per symbol for KLT, interpolation, and combining, were
determined as shown in Table 3.7. As SINC interpolation is data-independent, while MMSE
interpolation as well as channel gain correlation matrix eigen-decomposition depend only on
channel statistics, which change much more slowly than the fading, their computations are not
included [1, 8,130].

The complexity expressions from Table 3.7 were evaluatedl tor5 andT = 11, and the
results are plotted in Fig. 3.24, allowing for the following complexity comparison of MREC,

MRC, and BF, for SINC/MMSE interpolation and approximate/exact combining:

i) MREC complexity is not higher with MMSE interpolation than with SINC interpolation,
since the eigengains can be estimated independently, as shown in (3.107), on page 82. On
the other hand, MRC complexity increases several-fold for MMSE interpolation com-
pared to SINC interpolation, because correlated branches are estimated independently

for SINC PSAM, as shown in (3.110), on page 83, but concurrently for MMSE PSAM,
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as shown in (3.113), on page 83.

ii) For the same reason as above, MREC complexity is not significantly larger with ex-
act combining compared to approximate combining. For MRC, the relative increase in
complexity for exact vs. approximate combining is larger when SINC interpolation is

employed.

i) MREC complexity increases linearly with order, so that BF is the least complex.

iv) for MMSE PSAM, MRC is several times more complex than full MREC — due to the
way estimation takes place — although they are equivalent in performance. For SINC
PSAM and exact combining, MRC and full MREC have similar complexity, while for

approximate combining, MRC can be less complex than high-order MREC.
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Chapter 4

MREC Performance—Complexity Tradeoff for

Realistic Scenarios

4.1 Chapter Overview

In the previous chapter we provided symbol-detection performance comparisons between BF,
MRC, and MREC for artificially selected sets of inter-branch correlations. Furthermore, the
complexity comparison was limited since it did not relate to the channel conditions or perfor-
mance. In this chapter we make comparisons that are more representative of what happens
in actual practice. Using computer evaluations, we compare the performance and complex-
ity of these combiners for typical scenarios, for Laplacian power azimuth spectrum (p.a.s.)
with slowly varying log-normal distributed azimuth angle spread (AS). MREC performance—
complexity tradeoffs are found to provide high performance for significant computational sav-
ings. The next chapter will take our comparison to the more practical level of fixed-point

implementation.
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4.2 Azimuth Angle Spread Model

4.2.1 Laplacian Power Azimuth Spectrum and Azimuth Angle Spread

In wireless communications, wave scattering [60, 75,89,106,116, 140] induces azimuthal angle
dispersion or spread, which has been thoroughly characterized in recognition of its important
effect on performance [2, 8,53, 56, 98,106, 108,109, 131, 145].

The channel’s spatial selectivity, i.e., the antenna decorrelation [101,117,118], is affected

by the power azimuth spectrum (p.a.s.), which can be defined as [8, 108, 109]

P(e):/E{z|ap|25(e—ep,r—rp)}dr, (4.1)

p
where the summation terms correspond to the multiple arriving signal pathsyyyifh, andr,

being the complex-valued gain, angle of arrival (AoA), and time delay, respectively, fptithe
arriving path. The averaging is over the path gains,@&ngrepresents the Dirac delta function.

The angles are measured with respect to antenna broadside, i.e., the line perpendicular to the
line that connects the antenna elements, for a uniform linear array (ULA).

Let us consider a truncated Laplacian p.a.s., which is described by [118]

1 L _expl 106 B
1—exp{_0/nﬁ} 2.0/\/2 EXp{ a/fz} , for@e[6.—rmb:.+m]

P(O) = 4.2)

0 , otherwise,

where 6; is the average AoA, whiler approximates the p.a.s. root second central moment
[108], and is hereafter referred to agimuth spreadAS) [8,118]. The Laplacian p.a.s. ac-
curately models actual radio channel measurements for rural, sub/urban, and indoor scenar-
ios [2,8,108,109,131].

Mathematical operations similar to those shown in [117, Appendix] [118], lead to the fol-

lowing expressions for the real and imaginary parts of(thgn)th element oR;; for a ULA:
coq 2k 6)
2
14 [2ko/\/§}

O{(Rg)mn} = Jo(zZmn)+2 % Jok(Zmp) - (4.3)
k=1
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1+exp __m_ ) .
et = G/ﬁ}'ziazmzm,n)- A& @

1-exp{— 75} € 1+ [+ 1) 0/v2]
whereJ;(2) is theith-order Bessel function of the first kind [§9.1.21, p. 360], given by

m
é%/ cosxsing —i6)d o, (4.5)
0

Ji(x)

Zmn = m(m—n) %/2, d is the distance between adjacent sensors in the array)aisdthe
wavelength of the carrier signal; we will refercﬂgé %/2 as normalized inter-element distance.
Unless specified otherwise, numerical results shown in this work as$ysmé and6. = 0; the
latter yields real-valued inter-element correlation. Note that the above correlation expressions,
used for numerical results shown hereatfter, yield unitary autocorrelations for the channel gains
as well as a Toeplitz structure f&: for a ULA.

For numerical results shown hereafter the channel gain vector samples were generated as
in [106, Section 3.6], assuming separable temporal and spatial correlations [101, Section 2.2.2,
and Appendix A] [106, Section 3.6]. First, spatially independent and temporally correlated
Gaussian samples are produced using the procedure from [153], as described in Section 2.4.1,

page 16. The output vector is then left-multiplied by the square root of the correlation matrix

computed with (4.3) and (4.4), yielding the intended spatial and temporal statistics.

4.2.2 Azimuth Spread Effect on Antenna Correlation

Note that antenna correlation is a function of the p.a.s. type [117,118], AS, normalized inter-
element distancd, = %/2 and average AoA.. The AS depends on the environment as well
as antenna array location and height [8,108,109, 131], and varies more slowly than the channel
gains [8].

Consider a ULA withL = 5 elements and normalized inter-element distagice 1, i.e.,

the physical distance equals half the carrier wavelength. The); fer0°, Fig. 4.1 shows the
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ULA: L=05; dn =1; ec = Oo; channel variance = 1.
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Figure 4.1. Correlation between adjacent ULA elements and the eigenvalues Ry, ther

dh =1, 6. = 0°, and Laplacian power azimuth spectrum.

correlation,p, between any two adjacent antennas, computed with (4.3), and the eigenvalues,
A, i =1:L, of the channel gain correlation matrik;. On the horizontal axis we represented
AS.

Notice the AS impact on antenna correlation and thus on relative eigenvalue magnitudes.
For small AS, the received signals are highly correlated, and the received intended-signal en-

ergy, proportional to {Ry), is concentrated along the first few eigen-directions. Then, the
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channel is said to be spatially non-selective [101, Section 2.2.2, p. 37], and the available di-
versity gain is small [77]. When AS increases, antenna correlation decreases, and the energy
is distributed more uniformly along all eigen-directions. Then, the channel becomes spatially
more selective and higher diversity gain becomes available.

Let us now complete the discussion on the effects of the channel scattering and antenna
geometry on inter-element correlation. Fig. 4.2 shows faster correlation decrease with increas-
ing inter-element distance, for larger AS. For a compact antenna arrayywttl, AS < 20°
produces inter-element correlation greater t@&n which is significantly high, i.e., it leads to
severe diversity gain reductions [63,123]. For AS(°, correlation remains high even for nor-
malized distances as large@&s= 3. Fig. 4.3 indicates that the correlation coefficient tends to
increase with increasing mean-AoA. This was also observed for uniform p.a.s. in [101, Section

2.2.2] [117] and for Gaussian and Laplacian p.a.s. in [139].

4.2.3 Azimuth Spread Model for Typical Urban Scenario

It was found by measurement that the AS depends on the environment, antenna array location
and height, and is time-varying [8, 53, 56, 98, 108, 109, 131, 145]. Measurements for typical
suburban and urban scenarios [8] have shown that the base-station AS — measured in degrees

— can be well modeled as a random variable with log-normal distribution, i.e.,
AS = 10°%TH;,  x~ 4(0,1). (4.6)

This model was also proposed by the 3rd Generation Partnership Project (3GPP) [2] for channel
simulation purposes.

In this work we will present numerical results for the typical urban (TU) scenario measured
in [8] and described in Table 4.1, for which= 0.47, and u = 0.74. Then, the AS takes

predominantly small-to-moderate values, e.g(1Px AS< 20°) ~ 0.8 [2, 8,106, 108].
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Figure 4.2. Correlation coefficient vs. normalized inter-element distaiicend AS; Lapla-

cian power azimuth spectrum, mean A6A= 0°.

Table 4.1. Typical urban (TU) scenario: Aarhus, Denmark [8]

buildings height/distribution 4 — 6 floors/uniform density
street layout irregular
line of sight not present

mobile station — base station distanc@.2to 1.1 km

antenna location/height above rooftop leveB2 m-high
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Figure 4.3. Correlation coefficient for adjacent antenna elements vs. meandAad AS;

Laplacian power azimuth spectrum, normalized inter-element distineel.
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Table 4.2. Mobile, channel, and receiver (channel estimation) parameters

Parameter Value
Mobile | Mobile speed v=16.67m/s= 60km/h
BPSK transmitted symbol rate fs = 10ksps
Carrier frequency fc=18GHz
Pilot symbol period [39, Sect. 11I.C] Ms =39
Channel| Maximum Doppler frequency fo = 100Hz

Normalized maximum Doppler frequency fy, = fp/fs=0.01
Channel coherence time [116, Eqn. 4.40.8} ~ 1.8 ms

Channel coherence distance de =VT. ~30mm

Receiver| Interpolator size [39, Sect. I11.D] T=11

Mobile station displacement causes AS variations [8, 98, 109]. For TU scenarios, the ex-

pression for the spatial correlation of the AS was empirically determined as [8]
pas(d) = e 9/hs, (4.7)

whered is the distance traveled by the mobile station, drglis the ASdecorrelation distange

i.e., the distance over which the AS correlation decreases by a factor of two. Comgasing
measured in [8] for the TU scenario dts = 50m, with the fading coherence distandg
computed for the typical system parameter values from Table 4l2~a0.03m, we conclude

that the AS variation is much slower (by 3 orders of magnitude) than the fading. The parameter
values from Table 4.2 have been employed for the numerical results shown throughout this

chapter.
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4.3 BF, MRC, and MREC Performance and
Complexity Comparison for Non-Random AS

Let us consider a SIMO communication system for which the transmitter, channel, antenna,
and receiver parameters take the values set above. Hereafter, for plotting numerical results we
employ the actual average SNR per symbol, defined in (2.79), on page 37. Since unit variance
channel gains are assumed, this SNR will actually stan&doXo.

Then, the top subplot in Fig. 4.4 shows again the correlation of channel gains at adjacent
antenna elements, and the eigenvaludg®olvs. the AS. The middle subplot shows the average
error probability (AEP) for exact MREC, computed using (3.151), on page 109, for BPSK,
Es/No = 5 dB, and MMSE PSAM. The lines indicating the worst and the best performance
correspond to BF and MRC, respectively.

As also noticed in previous work [36,42,47,77], BF performance degrades with increasing
AS, because it relies on branch coherence, as opposed to available diversity gain. On the other
hand, MRC employed at very low AS performs similarly to BF, for abb@ttimes higher
complexity, as Table 3.7, on page 132, indicates.

For larger AS, Fig. 4.4 shows that MREC of ordzor more, which exploits available di-
versity gain, can greatly outperform BF. Actually, for small-to-moderate AS, ¥.g, AS <
20°, low-order MREC can perform as well as the much more complex MRC (performance-
equivalent to full MREC). For example, Fig. 4.4, along with Table 3.7 and Fig. 3.24 from Sec-
tion 3.12, on page 132, indicate that MRC-like performance can instead be attained with MREC
of appropriately-selected order, for the important complexity savings shown in Table 4.3.

Recall from Section 4.2.3, on page 139, that the AS takes predominantly small-to-moderate
values, e.g., R° < AS< 20°) ~ 0.8[8, 108], for the TU scenario under consideration. Then,

Fig. 4.4 and Table 4.3 suggests that MREC with adaptive order selection can yield significant
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Figure 4.4. Top: fading correlation for adjacent antenna elementand channel correla-
tion matrix eigenvalues)i,i = 1 :L; Middle: exact-MREC AEPs obtained with (3.151), on
page 109, for BPSK and MMSE PSAM eigengain estimation; BF performs poorly for non-
zero AS; MRC-like performance can be achieved with MREC, at much lower complexity;

Bottom: MREC order selected with criteria described in Section 4.4.
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Table 4.3. Computational savings available with exact MREC vs. exact MRC.

Azimuth spread range MREC order| Savings
AS € [0°, 6°) N=2 88%
AS € [6°,12) N=3 82%
AS € [12°,18°) N=4 76%
AS > 18° N=L=5 70%

performance gains and complexity savings over BF and MRC, respectively.

4.4 Order Selection for MREC

4.4.1 Previous Criteria

Drawing on previous results on reduced-dimension eigen-combining [76, 77], a possible crite-

rion for MREC adaptation is
min E{Es- ML b2+ N2} (4.8)

where|| - || stands for Euclidian norniy 2 En EX is the orthogonal projection on the subspace
spanned by the columns Bfy, andln__y 2 I —My. This criterion is equivalent to

L

Nrgllr:ll_ [ES- Ai+Np- N] (4.9)

and is better known as thgias—variance tradeoftriterion [77] (BVTC) because (4.9) bal-

i=N+1

ances the loss incurred by removing the weakest N) intended-signal contributions (the
first term) against the residual-noise contribution (the second term). Although applicable for
both approximate-MREC [77] and exact-MREC, the BVTC does not account for the actual

combining approach, Doppler rate, channel estimation method and its param@iefy.
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Furthermore, the BVTC requires knowledge of the smallest eigenvalues, which might not be
estimated accurately.
To ensure that the selected order depends on the estimation method and its parameters,

Dietrich et al. [47] applied the following MMSE criterion (MMSEC)

min E{|[h - Eng|?} (4.10)
for approximate-MREC order selection. However, the MMSEC does not necessarily minimize
the AEP for maximum-likelihood eigengain estimation [47, Section VI] or for SINC PSAM
[127, Fig. 4]. Furthermore, the MMSEC cannot reduce the problem dimension for MMSE
PSAM, regardless of antenna correlation, symbol SNR, or fading rate [127, Section V].

A common, important, BVTC and MMSEC drawback is disregard of the ensuing MREC

complexity and symbol-detection performance. These criteria can thus 1) waste processing

resources on inaccurately estimating insignificant eigengains and on high-dimensional com-

bining, or 2) ignore eigen-directions with needed performance-enhancing potential.

4.4.2 Proposed Performance—Complexity Tradeoff Criterion (PCTC)

For Rayleigh fading and MPSK, the exact-MREC AEP given by (3.151), on page 109, is a
non-increasing function of the MREC ord@t, Further, sinceir® ¢ < 1, Eqn. (3.151) implies

Pen—1

Py < — SN
N4y s T

(4.11)

i.e., orderN MREC will guarantee an AEP decrease by the fatﬁlewt N - Sin? ﬁ} over order-
(N—1) MREC. This decrease is larger for smaller signal constellation sizes as well as for
largerl'y. However, this improvement may not be worth the extra computational complexity
of estimating the additional eigengain. Therefore, we propose the following performance—

complexity tradeoff criterion (PCTC): use thih eigenbranch only if it guarantees
Pen < U-Pen-1, (4.12)
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whereuv € (0,1) is a design parameter chosen based on eigengain estimation complexity and

receiver processing load. sufficientcondition for (4.12) to hold is that

N> Te=——, (4.13)

whereT ¢ is the cutoff average effective SNR. (The derivation of thecessarycondition

for (4.12) is not tractable). The PCTC selects as MREC order the largest valNefaf

which (4.13) holds. (Note that, unlike the BVTC-based approach, the PCTC may not require
knowledge of weak eigenvalues, whose estimates may be inaccurate.) When the channel con-
ditions are so poor thdt, # I'¢, the receiver will deploy BF. Otherwise, higher-order MREC

is selected. For very good channel conditions, the MREC d¥deutput by our criterion may
approach or equal. The above PCTC needs to be supplemented with a condition for switch-
ing from orderN MREC to MRC only if MREC complexity can become higher than MRC
complexity, which is not the case for numerical results shown next.

In Fig. 4.4, on page 144, the lower subplot shows the MREC order selected with the PCTC
for v = 0.95, and with the BVTC. The corresponding AEP values for adapted MREC appear in
the middle subplot. For this choice of the proposed PCTC can outperform the BVTC, at the
price of higher complexity. The situation may reverse when complexity is more important, i.e.,
for smallerv imposed in the PCTC. The effectiveness of the PCTC-based MREC is evident at
AS = 10°, where MREC yields almost the same (lowest) AEPFef N <L =5, butN = 3is
selected, to minimize complexity. The BVTC seleltts- 2, even though the performance may
be unacceptable and sufficient processing resources may still be available. The SNR thresholds
for a PCTC-based MREC receiver can be adapted to the base station load, so that they increase
before the signal processing resources are exhausted, thus yielding higher user capacity and

graceful performance degradation.
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4.5 BF, MRC, and MREC Performance and
Complexity Comparison for Random AS

For the same settings as selected earlier in this chapter, and the TU scenario described in
Table 4.1, on page 140, we generat€d000independent log-normal AS samples using (4.6),

on page 139. The AS average and standard deviation @6 and 13.43°, respectively.

The correlation matrixR;. and its eigenvalues were computed at every AS sample, and the
exact-MREC AEP was computed using (3.151), on page 109, for MMSE PSAM.

Then, Fig. 4.5 shows results after averaging over the AS samples. The upper subplot
indicates that PCTC-based MREC can significantly outperform BF, e.g., by abraBtat
AEP = 102, and more thai dB at AEP~ 10 3. The AEP plots for MREC of ordeX = 3,4
are not shown because they almost overlap the ful-MREC AEP plot. Note that higher MREC
order is selected with both BVTC and PCTC for increasing SNR.

Fig. 4.5, along with Table 3.7, on page 132, indicate that, for symbol-SNR in the range
[0 dB,10 dB], PCTC-based adaptive exact MREC achieves optimum performance (i.e., the
exact-MRC performance) for abo80%— 90%lower complexity than that of exact MRC.

Finally, Fig. 4.6 displays, in the top subplot, the AS for the considered TU scenario com-
puted using (4.6) and (4.7). The mobile station travel2am distance ir7.5s and transmits
75,000symbols. To emulate actual updatirig; and its eigenstructure are recalculated once
everydas/20= 2.5 m (or 1500symbols). Over this distance there is small AS variation. For
the results shown in this chapter the slot length was selectild 539, which, for f, = 0.01,
satisfies the condition from (2.76), on page 36. Referring back to Fig. 2.4 and our comments on
page 23, we learn that channel gain samples separat@d $yymbols are nearly uncorrelated.
Therefore, within the frame df500symbols there is a sufficient number of uncorrelated pilot

samples to allow for accurate eigen-structure estimation, e.g., as in [100, 101].
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Figure 4.5. Top: AEP for BPSK, MMSE PSAM, and exact MREC vs. the SNR per symbol;
Bottom: average MREC order selected with discussed criteria. These results are averages over

10,000 independent samples of log-normal AS for the TU scenario under consideration.
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Fig. 4.6 shows in the middle subplot the BF, MRC, and adaptive MREC AEPs evaluated
using (3.151), on page 109, after each eigenstructure update. The bottom subplot shows the
MREC orders selected adaptively with the applicable criteria described in Section 4.4. Note
that adaptive, PCTC-based, MREC can lead to significant performance gain and complexity
reduction over BF and MRC, respectively.

Numerical results we presentin [127], as well as later in Section 5.2.4, on page 179, indicate
that our PCTC from (4.13) is effective also for approximate-MREC adaptation. This is some-
what expected, since the performance gap between exact and approximate eigen-combining

can be fairly narrow — see our comments on Figs. 3.13 and 3.14 in Section 3.7.3.
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Figure 4.6. Top: AS vs. distance traveled by mobile station, for the TU scenario; Middle:
AEP for BPSK, MMSE PSAM, and exact BF, MRC, and adaptive MREC, vs. time; Bottom:
adaptively-selected MREC order vs. time. The PCTC adaptively selects the MREC order which

ensures the best performance for a designer-approved complexity level.
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Chapter 5

FPGA-based Communications Receivers

5.0.1 Chapter Overview

In the previous chapters we have shown that enhanced, multi-branch, receivers can signifi-
cantly outperform the conventional, single-branch, receiver. However, the performance gains
obtainable with multi-branch receivers employing maximum average SNR beamforming (BF)
or maximal-ratio combining (MRC) vary with the channel gain correlations, although com-
putational complexity remains constant. Our preceding analysis and simulations suggest that
the complexity of maximal-ratio eigen-combining (MREC) can be effectively adjusted to these
variations, while achieving required performance.

Based on our work from [129], in this chapter we first overview the advantages of field-
program-mable gate arrays (FPGAs) over other processing devices, and describe &h Altera
FPGA-based design environment. Then, we present our FPGA-based implementations of con-
ventional and enhanced (BF, MRC, MREC) receiver algorithms. These designs are compared
in terms of error rate performance as well as chip resource usage and power consumption.
We will show that FPGA-based eigenmode-monitoring receivers can adapt to channel statis-
tics variations, for high-performing, efficient, inexpensive, smart antenna array embedded sys-

tems.
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5.1 Field-Programmable Gate Arrays (FPGAS)

5.1.1 FPGAvs. DSP and ASIC

Traditionally, SISO digital communications transceivers have been implemented on digital sig-
nal processors (DSPs) and application-specific integrated circuits (ASICs). Currently, wireless
communications systems are fast evolving towards highly complex, multi-branch transceivers
which will yield much higher data rates. These transceivers’ requirements for speed and flexi-
bility can surpass the capabilities of DSPs and ASICs.

Unlike general-purpose microprocessors employed in computers [86, Chapter 2], DSPs [86,
Chapter 3] comprise specialized hardware multiply-accumulate block(s), as well as memory
and bus structure that allow for efficient and frequent data access [13]. Customization of these
on-chip DSP resources is generally not possible.

Although DSPs can offer high computation precision and wide dynamic range through
floating-point number representation, data-buses are usually very wide relative to the actual
requirements. In practice, optimum representation-wordlength requirements vary [70], and are
usually much smaller than those offered by current DSPs. Furthermore, the fixed number of
available multiply-accumulate blocks can seriously limit the speed of DSP-based implementa-
tions of multi-branch communications algorithms, which are commonly highly parallelizable.
Finally, embedded memory can speed up processing but consumes power. Since for DSPs
the amount of on-chip storage space is fixed at fabrication, processing may be slowed due to
frequent external-memory access, or power may be consumed by unused on-chip memory [13].

On the other hand, ASICs yield fast and power-efficient implementations for a given task
because 1) parallelizable operations can be implemented for simultaneous execution on functio-
nally-parallel hardware blocks, and 2) the internal structure is designed to exactly suit require-

ments. In [111] the authors present the ASIC implementation 4ka MIMO orthogonal
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frequency division multiplexing (OFDM) wireless local area network (WLAN) transceiver rel-
evant to the IEEE 802.11n standard, achieving data raté92Mbps in a20-MHz channel,

i.e., 9.6bits/s/Hz spectral efficiency. This MIMO implementation was found to regbiise
times larger chip area over the SISO implementation. In [54], the ASIC implementation of an
OFDM smart antenna receiver is proved to compare favorably with its DSP counterpart.

However, implemented ASIC designs are inflexible [54] because they are hardwired for
specific tasks. More importantly, ASIC design and production are time-consuming and ex-
tremely expensive for chips not produced in very large numbers, due to very high non-recurring
engineering cost.

Field-programmable gate arrays (FPGASs) can offer ASIC-like speed (through hardware
parallelism) and DSP-like flexibility (through reprogrammability), as well as simple, model-
based, design flows [11, pp. 55 - 56] [17]. FPGAs can thus outpace DSPs (e.g., by an order
of magnitude in [72]), through parallel hardware execution, at a small fraction of the ASIC
design and implementation effort and cost. Therefore, FPGAs are drawing ever increasing in-
terest from designers of future-generation mobile and fixed wireless communications systems.
A flurry of reports on FPGA-based prototyping of enhanced communications transceivers
(MIMO, OFDM, ST coding, multiplexing, multi-user detection — MUD, WCDMA, etc.) and
of MIMO channel-measurement test-beds have appeared recently — see, for instance, the cur-
rent EURASIP Journal on Applied Signal Processihgolume, and the upcoming “Special
Issue on Field-Programmable Gate Arrays in Embedded Systems”, oEthHeASIP Journal
on Embedded Systein® appear in thelth quarter 02006

Unlike DSPs or ASICs, FPGA fabric can be reconfigured because its internal structure is
only partially fixed at fabrication, leaving to the application designer the wiring for the in-

tended task. FPGA designs can thus benefit from data-matching bus widths, optimum on-chip
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storage space and multiply-accumulate resources that can support extensive functional paral-
lelism [13]. Furthermore, FPGA reconfigurability and design flow simplicity [11, pp. 55 -

56] can significantly shorten design and production, and thus time-to-market. FPGAs tend to
be slower and to consume more power than ASICs [54]. Nevertheless, FPGA reconfigura-
bility can eliminate the risks of faulty design or fabrication risks. Furthermore, FPGA-based
implementations improve platform adaptability and thus longevity. In an era of fast-changing
wireless communications standards, applications, and markets, FPGAs can facilitate design
upgrades even for systems already in operation.

FPGAs are especially well-suited for embedded communications systems (e.g., cellular
system base station line cards, or mobile stations) because, beside a reconfigurable area of
logical elements (LES), they can also incorporate large amounts of memory, high-speed DSP
blocks, clock-management circuitry, high-speed input/output (I/O), as well as support for ex-
ternal memory, high-speed networking, and communications bus standards [15]. For a small
share of the resources, soft processors (i.e., processors downloaded into the FPGA fabric) can
be included within the FPGA fabric as well [97].

Furthermore, once an FPGA design has been thoroughly tested it can be migrated into
equivalent structured-ASIC, e.g., the Alt&raHardCopy™ devices [10], which can yield
higher speed for more tha0% in power consumption reduction and up96% in cost re-
duction, compared to FPGA counterparts [10, 41]. Note further that the powerful Quartus I
package is the only software tool required throughout the AReF®GA-based design and
migration to structured-ASIC.

As already mentioned, FPGA on-chip feature richness, as well as their reprogrammabil-
ity and simple design flow (which allows for rapid design-improving iterations) have already
established these devices as prime candidates for expeditious prototyping of advanced com-

munications signal processing algorithms. Their combination with DSPs and ASICs can also
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be advantageous. For example, in [67] FPGAs and DSPs implement the receiver in a Bell
Labs Layered Space-Time (BLAST) MIMO architecture for the Universal Mobile Telecom-
munications System (UMTS). Implemented in FPGAs were processing-intensive tasks, such
as channel estimation, finger assignment, and RAKE receiver, whereas DSPs were employed
for MIMO decoding. A DSP/FPGA architecture was also demonstrated in [66] for rapid proto-
typing of wideband code-division multiple access (WCDMA) downlink. Therein, FPGAs im-
plement the high-rate front-end. Channel estimation is shown to consume more than one fourth
of the FPGA resources. DSPs handle symbol-level processing, control operations, matrix in-
versions, and matrix-vector multiplications. Note that in [66] DSP-based channel estimation
proved too slow. A ten-fold speed-up from the FPGA led to adequate channel tracking.
Time-critical, highly-parallelizable applications which can benefit from FPGA implemen-
tations have recently been identified also in other areas such as image processing [72], speech

processing [144], and even in bio-informatics [97, 143].

5.1.2 FPGA Power Usage Considerations

Competitive line-powered embedded systems demand low-cost power supplies and cooling
devices [121, 135]. Devices operating at high temperatures can become unreliable. Finally,
designs for portable products aim for the longest possible battery life, emphasizing power-
efficiency importance in embedded systems.

Although power-efficiency has continuously improved through FPGA evolution, these de-
vices are still important power consumers [82]. Consistently underutilized designs can only
exacerbate this situation [31,121, 135, 150].

Static, dynamic, and interface (I/0O) power losses occur in FPGAs [31,110,121, 135, 150].
Hereafter we will neglect interface (I/O) power losses since they are relatively small [110].

Static (stand-by) power is consumed by the chip when no input signals are exercised [121].
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This loss occurs due to transistor leakage, which is frequency-independent, but highly depen-
dent on junction temperature and transistor size. Static power has been increasing (exponen-
tially, at processes belo@25 um[135]) with each finer semiconductor technology to become
the dominant loss component in current chips. This is a concern for designers of portable
embedded systems which spend long intervals in stand-by mode [121].

Dynamic power, consumed in normal operation through charging and discharging of the
internal capacitive loads, is proportional to gate output load, square of the supply voltage, clock
frequency, and gate switching activity [31, 121, 135, 150]. Although the supply voltage has
decreased significantly in newer process technologies, high operating frequencies can still yield
significant dynamic power losses [121]. A tight power budget may thus limit clock speed [121].

FPGA chips are judiciously fabricated to minimize power losses [31,121,124,135]. Nonethe-
less, effective use of dedicated on-chip resources (e.g., DSP blocks, memory) increases speed,
and can reduce power consumption by upt&®o[82]. Power-aware compilation, synthe-
sis, and fitting are also recommended to further reduce losses [82]. Intellectual Property (IP)
modules, which are generally parameterizable and optimized in terms of resource and power
consumption, are available from FPGA vendors and third-parties, for a wide range of applica-
tions: filtering, image encoding/decoding, modulation, encryption, error-correction, etc. [13].

Application design can also enhance power-efficiency. For example, dynamic power usage
can be reduced by turning off unnecessary chip sections using gated clocks [31,51,121,124].
Since the clock signal network can account for upl@86 of the dynamic power consump-
tion [51], due to fast switching and long paths [82], clock gating as close as possible to the
clock source can yield significant savings. Nevertheless, clock-gating can introduce or in-
crease clock-skew [32], which complicates clock-tree design [24]. Therefore, manual gating
needs to be done very carefully — see [14] for Alféreecommended clock-gating procedures.

Research on clock-gating automation shows promising results [24, 32].
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Apart from the obvious option of selecting the smallest FPGA which would fit the intended
design, static power consumption can also be reduced by adaptively redistributing temporally-
unused on-chip resources for other tasks, which would otherwise use other FPGAS, as shown

later in this chapter, in Sections 5.2.3 and 5.2.4.

5.1.3 FPGA-based Development System Description

The analysis in this chapter is based on the system shown in Fig. 5.1, which was provided
by CMC Microsystems (www.cmc.ca). The Alt&a@DSP Development Kit Strath! Profes-

sional Edition [16], which comprises the Strdttk EP1S80 DSP development board, is built
around the Strati¥! EP1S80B956C6 FPGA chip [15], and comes with the DSP Builder inter-
face [12] to the Quartus Il design flow [14].

Quartus Il provides a comprehensive design, synthesis, and analysis environment for system-
on-a-programmable-chip (SOPC) applications. DSP Builder helps create the hardware repre-
sentation of the required digital signal processing functions using the MAT. ABd Simulini®
user-friendly algorithm-development environments, for shorter design and implementation cy-
cles. MATLAB® functions and native Simuliffk blocks can be combined with AltéfaDSP
Builder library blocks (see Fig. 5.1), to create FPGA designs simulable under SifRulifde
automated design flow, the “Signal Compiler” block, which is at the core of DSP Builder, can
generate hardware description language (HDL) code as well as scripts for Quartus Il-based
synthesis and fitting from within Simulifk Furthermore, the DSP Builder “Hardware-in-the-
loop” (HIL) block enables chip programming and hardware—software co-simulation.

For the designs described further below, we relied on Quartus Il reports on resource usage,
e.g., the number of logic elements (LES), chip pins, and dedicated DSP blocks. Static and dy-
namic power losses were estimated using the Quartus Il PowerPlay Analyzer (dynamic power

was estimated for default toggle ratesl@’5%).
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Figure 5.1. FPGA development system hardware and software.
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5.2 FPGA-based Receiver Implementations

Enhanced, i.e., multi-branch, receivers employing maximum average SNR beamforming (BF)
or maximal-ratio combining (MRC) can generate antenna and diversity gain, respectively,
which vary with the channel gain correlations. Such algorithms can however require much
larger computational volumes than the conventional, single-branch, receiver [129]. This trans-
lates into high on-chip resource requirements and thus power consumption, which also remain
constant although receiver performance changes with varying channel statistics [129]. Our pre-
ceding analysis and simulations suggest that the complexity of maximal-ratio eigen-combining
(MREC) can be effectively adjusted to these variations, while achieving required performance.

In the following, we describe conventional and enhanced (BF, MRC, MREC) receiver algo-
rithm implementations. The designs are compared in terms of average error rate performance
for BPSK transmission, as well as chip-resource usage and power consumption. We will show
that FPGA-based eigenmode-monitoring receivers can adapt to channel statistics variations,
for high-performing, inexpensive, smart antenna array embedded systems.

For the system shown in Fig. 5.1 we focus on FPGA-based receiver algorithm implemen-
tation, assuming availability of digitized received signals. The transmitted signal and chan-
nel/receiver impairments, i.e., noise and temporally- and spatially-correlated fading, are gener-
ated in MATLAB® and Simulin®. Various receiver algorithms were simulated as well as run
from the FPGA through DSP Builder HIL. Computer simulations and the corresponding hard-
ware/software HIL co-simulations were found to perform identically. Note that computations
done in MATLAB® or with native Simulin® blocks are very precise, due to floating-point
number representation. On the other hand, DSP Builder relies on fixed-point representation,
which can limit the dynamic range and can introduce quantization noise [70].

For the numerical results shown hereafter a Rayleigh fading channel is assumed that fol-

lows the well-established Jakes’ model [75] for temporal correlation — see Section 2.4.1, on
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page 16. The Doppler spreadfis = 100 Hz, and the transmission rate is= 10 kbps, so
that the normalized Doppler spreadfis = 0.01 Hz. PSAM with slot lengtiMs = 7 (1 pilot
symbol followed by 6 information-encoding symbols) is combined with SINC interpolation
overT = 11slots (T; = T, = 5), for channel estimation. The SINC interpolation coefficients
are computed as shown in Table 3.4, on page 84. The ULAdyith 1 is assumed to provide

the received signals for the enhanced receivers.

5.2.1 Conventional, Single-Branch, vs.

Enhanced, Multi-Branch, MRC Receivers

In this section, a conventional single-branch receiver and an enhanced MRC receiler\th

i.i.d. branches are considered. For BPSK, p.k.c., as well as i.k.c. for SINC PSAM, the AEP
is evaluated employing the simple, finite-limit integral, approximate-MRC AEP expression
from (3.194), on page 125. Then, for i.k.c., FPGA-based designs were simulated as well
as hardware—software co-simulated. For the latter, the receiver design is compiled and then
downloaded into the FPGA chip. Afterwards, received signals emulated using MAPLAB
processed online by the programmed FPGA. The channel gain estimation root mean square
error (RMSE) is determined from theory [127], simulations, and HIL implementations.

In terms of the representation precision within the FPGA, for the computer-simulated re-
ceived signaly, two cases are evaluated in this section: 1) 8 bits for the integer part and 8 bits
for the fractional part — this case is denoted further with 8.8; 2) the 4.4 case. Note that for
signed representation the left-most bit indicates the sign of the nudlradicates a positive,

1 indicates a negative.

BPSK modulation is done in the simulated transmitter so khet the signal models is

+1 when a0 information bit is transmitted, and1 when al bit is transmitted. Thus, in the

receiver the detected bit is simply the sign bit of the test variable.
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For a conventional, single-branch receiver, with received signahd channel gain esti-

mateg;, the detected symbol is the sign bit of

O(G1Y1)- (5.1)

For dual-branch approximate MRC — see Section 3.7.2.1, on page 93 — the detected symbol

is the sign bit of

0(@"y) = 0(81%1) + D(8Y2)- (5.2)

The Simulink®/DSP Builder design which implements

0(G1y1) = 0(G1) O (Y1) +0(a1) O(¥1) (5.3)

for the 8.8 case is reproduced in the upper part of Fig. 5.2, along with the “SINC Interpolator”
block which output$](g1). The lower part of the figure details our “SINC Interpolator” design,
for detected symbol positiom= 1. (Symbols appear without the tilde due to Simufthk
editing limitations).

The “Shift Taps” DSP Builder blocks shown at the top of the figure delay the received
signal by (Ty + 1) Ms = 42 samples, aligning it with the corresponding channel estimate.
The “Multiply Add” block then computesl(g; y1). A similar design was implemented for the
second branch of the MRC receiver.

Since the DSP Builder blocks “Sum of Products” in the “SINC Interpolator” design require
integer input and coefficients, binary shifting of the received signal and interpolator coefficients
is required. The “SINC Interpolator” “Shift Taps” block outpuir;) for the vector with
pilot samples; from (3.111), on page 83. The “Parallel Adder/Subtractor” outpii§; ),
computed as in (3.110), on page 83. The latter is then used for combining, as shown in the
upper part of the figure.

Channel estimation can thus be very demanding resource-wise, especially for multi-branch

receivers. Based on (2.76), on page 36, channel fadingfwith 0.01 allows for slot length as
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large adVls < 50. However, this would mean that the “Sum of Product” and “Parallel Adder”
blocks of the “SINC Interpolator” design would have to be repeated 49 times, thus consuming a
large amount of FPGA resources. To reduce complexity, we traded off throughput by selecting
Ms = 7 for all designs presented hereafter.

The RMSE subplotin Fig. 5.3 indicates that for 4.4 and 8.8 fixed-point initial representation
of the received signal in FPGA, channel estimation accuracy does not visibly degrade compared
to floating-point (computer) computation. Nevertheless, the lower subplots show that fixed-
point computation with fixed-point narrow word (i.e., poor precision, narrow dynamic range)
can significantly degrade performance, an effect which cumulates with more branches.

Fig. 5.3 also indicates that the performance degradation (i.e., 8xdB) which occurs
for a conventional receiver due to i.k.c. can be successfully compensated for with an FPGA-
based dual-branch MRC, due to its diversity gain. Confidence intervals for all these results are
very tight, sincel0,000slots, i.e.60,000data symbols, were detected.

For designs discussed hereafter we settled for the 8.8 representation case, since it was
found to offer a fair compromise between representation accuracy/dynamic range (i.e., receiver
performance) and FPGA resource utilization. Furthermore, DSP Builder was instructed to
allocate hardwired DSP circuitry embedded into the reconfigurable FPGA fabric, which yields
more efficient chip utilization [15, 54].

Quartus Il reports on FPGA resource (i.e., LEs, chip pins, and DSP blocks) usage, maxi-
mum allowable clock frequency, and dynamic power usage, as shown in Table 5.1. The esti-
mated static power loss is395W. Note that, for the performance advantage shown in Fig. 5.3
over the conventional receiver, denoted herein as MRE€,1, dual-branch MRC nearly dou-
bles resource requirements and dynamic power loss. Since the MRC performance gradient
diminishes with increasing number of branches [123], implementation/operational costs can

be minimized either with tightly-matched chips or through clock gating of excess resources.
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Builder-based simulations and HIL implementations.
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Table 5.1. Resource usage for 8.8 implementation of MRC, BF, and adaptive MREC

Method LEs Pins DSP Clock Dynamic
[out of 79,040]| [692] [176] | Frequency [MHz]| Power [mW]
MRC 13,227 43 16 41.06 69.35
L=1 16.73% 6.21% | 9.09%
MRC 26,478 83 32 38.56 119.67
L=2 33.49% 11.99%| 18.18%
MRC 39,731 123 48 38.35 169.78
L=3 50.27% 17.77%| 27.27%
MRC 55,983 167 64 36.74 221.62
L=4 70.83% 24.13%| 36.36%
BF 13,457 259 48 40.57 74.95
L=4 17.02% 37.43%| 27.27%
BVTC MREC 13,458 262 48 41.15 74.95
L=4,N=1 17.02% 37.86%| 27.27%
BVTC MREC 26,940 358 96 39.73 130.89
L=4,N=2 34.08% 51.73%| 54.54%
BVTC MREC 40,423 454 144 39.09 186.64
L=4,N=3 51.14% 65.60%| 81.81%
BVTC MREC 55,847 550 176 38.82 244.64
L=4,N=4 70.66% 79.48%| 100%
EVTC MREC 13,561 424 48 41.09 75.67
L=4,N=1 17.16% 61.27%| 27.27%
EVTC MREC 27,372 524 96 39.14 132.95
L=4,N=2 34.63% 75.72%| 54.54%
EVTC MREC 40,983 624 144 35.43 189.23
L=4,N=3 51.85% 90.17%| 81.81%
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In the above MRC receiver design, channel gains on different branches were considered
statistically independent, for simplicity. As already mentioned, this is rarely the case in prac-
tice [8]. Although scattering is richer around the mobile than around the base station, mobile
antenna array size limitations can still lead to large inter-branch correlation, i.e., scarce diver-
sity gain availability. Then, adaptive MREC [127, 130] may provide more suitable tradeoffs

between performance and resource/power utilization, as shown next.

5.2.2 Enhanced, MREC, Receiver Design:

the Case of a Single User Processed per FPGA Chip
5.2.2.1 Adaptive BVTC-based MREC implementation

We extended the previously-discussed FPGA-based MRC receiver design to support L = 4
branches, and also designed the stand-alone BF receiver as well as the MREC receiver adapted
using the bias-variance tradeoff criterion (BVTC) described in Section 4.4.1, on page 145.
Implementation details for a BVTC MREC receiver are provided in Fig. 5.4. See Table 5.1 for
the resource and power usage report.

Note that the stand-alone BF implementation takes about as many resources as order-1
MREC takes in the BVTC MREC implementation since these two designs are almost identi-
cal. Furthermore, MRC can in principle be obtained from a MREC design by bypassing the
KLT. Thus, an MREC design can readily be reconfigured (even during operation, on-the-fly)
to implement BF or MRC instead.

For a more relevant resource/power usage and performance evaluation, we consider the
azimuth spread (AS) model and the typical urban scenario (from the base-station perspective)
discussed in Section 4.2, on page 136, and apply the conventional and enhanced receiver com-

bining algorithms (after estimating channel gains and eigengains as in Section 3.6, page 81)
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to detect the transmitted symbols. Using MATL&Bscripts and functions as well as native
Simulink® blocks, the actual log-normal distributed and temporally correlated AS sequence is
simulated for realistic Laplacian power azimuth spectrum (p.a.s.) and then employed to com-
pute the spatial correlation matrix and its eigen-decomposition — see Fig 5.4. The computed
correlation matrixRy, inputs a customized Simulifk “Multipath Rayleigh Fading Channel”
block, to simulatd. = 4 correlated branches.

In an actual embedded receiver, the channel correlation matrix and its eigenvalue decom-
position could be updated by a processor. For instance, Altel@ms that their Nios P soft
processor consumes only ab&@db of a large FPGA. Furthermore, third-party floating-point
libraries for this processor can yield the dynamic range and numerical precision required for ac-
curate eigen-decomposition. Recently, FPGA implementations of eigenvalue decompositions

have also been described [40] and even made available as IP cores [7].

5.2.2.2 Performance Comparison of Conventional and Enhanced Receivers

We selected a correlation update period (frame duratiorf).bts, which corresponds to a
distance of roughl®.3m traveled by the mobile. As discussed in Section 4.5, page 148, the AS
remains relatively constant over this interval [8], allowing for sufficient time and uncorrelated
samples for eigenstructure updating.

The top subplot in Fig. 5.5 depicts an AS sequence generated using the model described
in Section 4.2.3, page 139. The predominantly small-to-moderate AS values indicate that we
should often expect significant spatial correlation, i.e., small available diversity gain. Perfor-
mance enhancement can then arise from BF array gain. Occasionally however, the AS can also
become fairly large (see also the top-right subplot in Fig. 5.8, on page 177, for AS produced in
an independent trial), but then the available diversity gain cannot benefit BF performance. On

the other hand, significant diversity gain may be available too infrequently to justify permanent
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Typical urban scenario: v = 60 km/h, dAS =50m.
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Figure 5.5. Azimuth spread (AS) sequence, MREC order selected with the BVTC, and AEP
performance (averaging over the AS trial) for the conventional receiver (MR€]) and the

enhanced receivers (BF, MRC, and BVTC MREC).

use of an MRC receiver. As we shall see, an FPGA-based MREC receiver can provide, for a
channel with slowly-varying statistics, flexibility that yields affordable performance.

For an FPGA-based BVTC adaptive MREC receiver the unnecessary eigenbranch process-
ing modules (e.p.m.) can be virtually turned off using the clock gating technique discussed in
Section 5.1.2, page 156, to reduce dynamic power loss, while necessary eigenbranches can be
implemented to run in parallel, for high speed. Exempting weak eigenbranches can also bene-

fit performance (for approximate MREC and SINC PSAM — see Section 3.7.3, on page 97).
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Further, as mentioned earlier, a MREC implementation can easily be reduced to stand-alone
BF or MRC implementations, if required, either at system setup or during operation.

Unfortunately, clock gating is unavailable through DSP Builder, although possible from
Quartus Il. Therefore, clock gating was only emulated in DSP Builder, for the BVTC MREC
implementation depicted in Fig. 5.4. First, non-adaptive MREC designsNvithl : 4 eigen-
branches were compiled to determine their resource usage (shown in Table 5.1, page 166).
Then, after each eigenstructure update during the BVTC MREC simulation, we stored the
MREC order output by the BVTC, and disconnected unused e.p.m. from the active structure.
Finally, average resource usage was computed.

The middle subplot in Fig. 5.5 displays the MREC order selected adaptively using the
BVTC. The lower subplot presents the AEP averaged over the AS trial for the conventional
and enhanced receivers. Notice that, fior 4, MRC and BVTC adaptive MREC slightly

outperform BF, and greatly outperform the single-branch receiver.

5.2.2.3 Resource Requirements and Power Consumption Comparison of

Conventional and Enhanced Receivers

For the same typical urban scenario and system parameters, Fig. 5.6 shows resource usage, in
percentage points of the total available on the Afechip, and dynamic power consumption,
all averaged over 8 AS trials, for the conventional receiver, and the enhanced ones, i.e., BF,
MRC, and BVTC MREC, foiL = 4 branches. In each trial, the AS samples have correlation
given by (4.7), on page 142, and the AS sequences are independent between trials.

Fig. 5.6 (upper-left subplot) indicates that BF occupies an equal share of FPGA program-
mable fabric (i.e., logical elements — LES) as the conventional receiver, since eigen-decom-
position does not take place on the FPGA for our designs. For soft-processor-based eigen-

decomposition, BF (and MREC) would require as many chip pins as MRC (wit¥), as
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shown in the upper-right subplot of Fig. 5.6.

Due to the required KLT, BF occupiestimes more DSP blocks than the conventional
receiver, yet since these on-chip resources are power-efficient, BF does not consume much
more power — see the bottom-right subplot in Fig. 5.6. On the other hand, resource and power
usage for MRC scale almost linearly with the number of branches.

BVTC adaptive MREC appears to provide more judicious resource usage. In average, it
takes aboud0%more LEs than BF, and abo&i6 times fewer than MRC, and the same number
of chip pins (for eigen-decomposition executed on-chip). Due to the KLT, more DSP blocks
are needed than in stand-alone BF or MRC. BVTC MREC consumes 46%unhore dynamic

power than BF, but less than half as much as MRC.

5.2.2.4 Further Results and Discussion

Fig. 5.7 shows performance and total (dynamic + static) power used by a cellular operator’s
large network of base stations similar to the one described in [135], averaging again over the
8 independent AS trials mentioned above. The single-branch receiver consumes least yet per-
forms poorly. For performance similar to BF and BVTC MREC, MRC (witk- 4) doubles
dynamic power loss. BF and BVTC MREC appear to provide a better tradeoff. Recall however
that a compact ULA withd, = 1 is considered. For larger inter-element distances (feasible at
base stations), MREC with more than one eigenbranch can significantly outperform BF.

Note that the branch correlation can become large even at the mobile stations, due to limited
antenna spacing and AS [2]. Then, an FPGA-based BVTC MREC receiver employing clock
gating will achieve near-optimum performance, and longer battery life than with MRC.

From the base station perspective, Fig. 5.5 (middle subplot) indicates that, frequently, only
one or two, out of the four implemented, eigenbranches are actually employed for BVTC

MREC for that particular AS sequence, due to its small-to-moderate values. Similar results
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were obtained in other trials for independent AS sequences. Then, large amounts of FPGA
resources go unused, saving dynamic power if clock gating is used, but still consuming signif-
icant amounts of static power, as indicated in Fig. 5.7.

Hence, adaptively allocating on-chip resources to process signals from several active users
may significantly increase base-station user processing capacity, or, equivalently, reduce the
required number of FPGA chips per base station, lowering both hardware cost and static power
losses. As shown earlier BVTC is appropriate for saving dynamic power (through clock gating)
when the FPGA resources are allocated to a single user. Since BVTC output only depends on
the statistics of channel and noise experienced by each of the users, and not resource availability
or ensuing MREC complexity, BVTC is not suitable when the same FPGA needs to be shared

between users. Possible paths towards such multi-user implementations are described next.

5.2.3 Enhanced, MREC Receiver Design:

Simple Procedure for Processing Multiple Users per FPGA Chip

Assume that signals received (independently, without interference)lwattitennas froniN,

mobile stations need to be processed at a base station witiNgrty N, L available e.p.m.

Then, a control algorithm determines the dominBlateigenmodes among all transmitting
mobiles, and allocates available resources accordingly. For instance, if a receiving antenna
array system with. = 4 elements has onlie = 3 available e.p.m. whil&l, = 2, the available
resources are allocated as follows: if the 3 largest eigenvalues (dtLof= 8) are such that

two correspond to User 1, and one to User 2, then two e.p.m. are allocated to process the
received signal vector from User 1, and the other available e.p.m. is allocated to User 2. This
approach to selecting eigenbranches for MREC is hereafter denoted ag¢nealue-based

tradeoff criterio(EVTC), and MREC adapted based on EVTC is referred to as EVTC MREC.
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EVTC-based adaptive MREC can provide more consistent use of the FPGA chip, com-
pared to BVTC MREC. We propose to efficiently exploit a total of 3 eigenbranch processing
modules, which fit into our FPGA, to process concurrently the signals received with L = 4
branches from two mobiles (without interference). Rather than permanently allotting chip pro-
cessing resources to a certain user (which may or may not need to use them, depending on
channel conditions), herein we will adaptively deploy these resources to simultaneously detect
the symbols transmitted from two mobiles.

Resource usage information for EVTC MREC whénr= 1 : 3 eigenbranches are selected
can be found in Table 5.1, on page 166. Note that the BVTC and EVTC MREC implemen-
tations differ significantly only in the required number of chip pins. The larger number of
pins required for EVTC MREC (to input the received signals from two mobiles, and — in our
implementation — the eigenvectors) limits to 3 the possible number of implemented eigen-
branches. LargeNe leads to unsuccessful compilation. Mutually independent AS sequences
for the signals arriving at the base station from the two mobile stations were simulated, as
shown in the top subplots of Fig. 5.8. The MREC orders selected with the EVTC for each of
the users are shown in the middle subplots. The lower subplots indicate that EVTC MREC can
perform remarkably close to the enhanced receivers discussed previously.

The upper-left subplot in Fig. 5.9 indicates that our FPGA would not fit concurrent four-
branch MRC implementations for the two users. On the other hand, the successfully-compiled
two-user EVTC MREC implementation witie = 3 requires about half of the dynamic power
consumed by MRC, for similar performance. Furthermore, since EVTC MREC allows for
effective concurrent processing of two users on a single FPGA, it yields a two-fold reduction
in static power consumption or a doubling of the base station user processing capacity. Thus,
both implementation and operational costs can be drastically reduced with EVTC MREC.

Ideally, an FPGA-based embedded receiver would comprise 1) several FPGAs programmed
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for KLT, channel estimation, signal combining, and symbol detection, and 2) a device (DSP,
FPGA, soft-processor) monitoring each user’s channel conditions (i.e., eigenmodes) to adap-
tively allocate the minimum resource share that offers the required performance. At the begin-
ning of each frame, the monitoring device browses a user hierarchy and the information about
their channel conditions, and allocates the FPGA resources accordingly. Several users whose
respective received signals are highly correlated can share the e.p.m. on a single FPGA. If the
AS for one of these users later widens significantly (yielding more available diversity gain),

a larger share of the FPGA resources can be allocated accordingly, if better performance is
required. This yields an efficient, performance- and power-aware, antenna array receiver. Such
implementations could use MREC adaptation based on the performance—complexity tradeoff

criterion (PCTC) — see Section 4.4.2, on page 146 — as described next.

5.2.4 PCTC-based MREC receiver designs
5.2.4.1 PCTC-based MREC Receiver Designs for Continuously-Active Users

We assume again thBk = 3 e.p.m. are available on a base-station FPGA chip, to process the
signals received with a ULA with = 4 from N, = 2 users.

Let us suppose that each active user is allotted one e.p.m. by default. The PCTC perfor-
mance improvement thresholds from (4.12), page 146, were seleabed==a38 andu, = 0.7.
Based on (4.13), on page 147, these yield the corresponding cutoff average effective SNRs as
Mcuser 1~ —6 dB andl ¢ yser 2~ —3.7 dB. Then, at the beginning of each frame, the remaining
e.p.m. is allocated as indicated in Table 5.2. Thus, User 1 has higher priority than User 2 in
adding an e.p.m., and a lower cutoff SNR as well. Note that when applied for approximate-
MREC adaptation, the PCTC requires very careful selection of its cutoff SNR, since an extra
e.p.m may actually degrade performance, though not significantly — see discussion on page 97.

For the same scenario as for the results shown in Fig. 5.8 on page 177, but different AS trials
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Table 5.2. Resource allocation procedure for PCTC MREC.

if r2,User 12> I_C,User 1

then allocate available e.p.m. to User 1
else ifl[ 2 yser 2> Mcuser 2
then allocate available e.p.m. to User 2

otherwise leave e.p.m. unallocated, to save dynamic power.

for the two users, Fig. 5.10 shows in the top subplot the AS sequences. The middle subplot
shows the orders selected with the PCTC-based procedure indicated in Table 5.2. The bottom
subplots show the average (over the AS trial, and thus also over the fading) AEP performance
for approximate eigen-/combining. A detail with the AS sequences and the corresponding
MREC orders selected for each user appears in Fig. 5.11. When the AS for both users was small
enough, the extra e.p.m. is not allocated, which can yield power savings in implementations
which also employ clock gating. On the other hand, User 2 is allocated 2 e.p.m. only when the
diversity gain is not available for User 1.

Higher priority for User 1 was effective: it yields BER= 0.0534vs. BER = 0.0623—
see the bottom subplots in Fig. 5.8 — even tho&gAS; } ~ 3.9° < E{AS;} ~ 10°. PCTC
MREC yields the same performance for User 1 as BVTC MREC. For User 2, BVTC MREC
outperforms PCTC MREC, due to wide AS and resource restrictioning in PCTC MREC.

These observations are supported by the resource-usage results from Fig. 5.12. For User 2,
the BVTC selects higher MREC order than PCTC, and thus BVTC MREC requires more re-
sources compared to PCTC MREC. For User 1, BVTC and PCTC have about the same resource
requirements (pins excepted). Finally, PCTC MREC halves the dynamic and static power con-

sumption as well, compared to MRC.
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Figure 5.10. Azimuth spread, PCTC MREC order, and corresponding AEP performance for
the conventional and enhanced receivers (approximate eigen-/combining); for PCTC MREC,
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5.2.4.2 PCTC-based MREC Receiver Designs for Intermittently-Active Users

For the same settings as above but different AS sequences, shown in Fig. 5.13 (top subplot),
consider User 1 transmitting continuously (such as a voice user), while User 2 is only active
in the interval[3.5 5,10.5 g (such as a data user). Note that User 2 could have transmission
durations as short as a frame. We employ the PCTC discussed in Section 4.4.2, page 146, to
distribute FPGA resources between users using the procedure from Table 5.2, on page 180.

If only User 1 is actively transmitting, we sei = 0.95, i.e.,[¢ yser 1= —12.8 dB, which
means that the control algorithm will readily allocate new resources. When User 2 becomes
active as well, we sat, = 0.7, i.e.,l "¢ yser 2= —3.7 dB, andu; = 0.8, i.e.,[¢c yser 1= —6 dB.

The selected MREC orders are displayed in Fig. 5.13 (middle subplot). A detail of the AS
sequences and the PCTC orders is shown in Fig. 5.14. The average AEP is shown in Fig. 5.13
(bottom subplot) for this implementation of PCTC MREC, as well as for the conventional
receiver and other enhanced receivers presented earlier. Note that, alliAS}} ~ 4.9° <
E{AS;} ~ 14.3°, the average (over the AS trial) AEP performance is slightly better for User 1
than for User 2, i.e., BER= 0.0637and BER = 0.0702

Figs. 5.13 and 5.15 indicate that, for User 1, BVTC MREC outperforms, and requires fewer
resources, than PCTC MREC, which is due to the fact that for approximate eigen-combining,
using more eigenbranches in low AS can actually yield poorer performance. Thus, a more con-
servative (i.e., lowerd value would be advisable for User 1 when User 2 was not transmitting.

Fig. 5.15 also shows a much lower resource requirement for PCTC MREC for User 2
compared to User 1, which is expected since User 2 is active only half of the time.

In conclusion, although FPGA-based implementations of BF and MRC antenna array re-

ceivers outperform the single-branch receiver, the performance gain may not always justify the

184



iy User 1
8 ‘ ‘ ‘ ‘
5, 40} 1 40}
(0]
2 30} 1 30}
©
o
5 20} 1 20t
n
=}
IS
ﬁ 0 L s 1 1 0 L L
< 0 50 100 150 200 0 50 100 150 200
Distance [metres] Distance [metres]
o 3 e o ° 3
3
5 2 quss wme ®» ) cnmmennw o e 2t X o®
IS
g 1t g 1t ° o (GO000000308000 €0 €SS0
pd
of — O frommme —
0 5 10 0 5 10
Time [seconds] Time [seconds]
0.15 : : : : : 0.15
01} 01l
o
w
<
0.05} 0.05}

0
MRC,1  BF BVTC PCTC MRC/4 MRC,1  BF BVTC PCTC MRC/4

Figure 5.13. Azimuth spread, PCTC MREC order, and corresponding AEP performance for
the conventional and enhanced receivers (approximate eigen-/combining); for PCTC MREC,
the two users intermittently share the FPGA chip. User 2 enters the system & %isyeand

exits at1l0.5 s.

185



40+ ’ n

User 1|

= = =User2

Azimuth Spread [degrees]

L
0 50 100 150 200
Distance [metres]

3.5 T :

O Userl
User 2

25 f

15 N

N from PCTC

0.5 7

-05 L L L L L L
0 2 4 6 8 10 12

Time [seconds]

Figure 5.14. Azimuth spread, and PCTC MREC order when two users intermittently share the

FPGA chip. User 2 enters the system at tiBes, and exits at0.5s.

186



80 - - - - - 80
S
c 60 -Userl User 2 ] 60
2 g
c
g 40 — < 40t
Q c
w [
L
0 IH IH N
MRC,1 BF BVTC PCTC MRC,4 MRC,1 BF BVTC PCTC MRC,4
60 . . . : : 250
. 50 [ §‘ 200 L
S E
£ 407 =
> © 150(
g 30 g
o £ 100/
& 20¢ T
ai S\
10} 0 50r
L AL :
MRC,1 BF BVTC PCTC MRC,4 MRC,1 BF BVTC PCTC MRC,4

Figure 5.15. Resource usage (in percentage of total available), and dynamic power consump-
tion for the conventional and enhanced receivers (approximate eigen-/combining); for PCTC
MREC, the two users intermittently share the FPGA chip. User 2 enters the system at time

3.5, and exits at0.5 s.

187



additional implementation and operational costs. Adaptive algorithms which track the slowly-
varying dominant channel eigenmodes can yield smarter, performance- and power-aware, an-
tenna arrays. A two-fold user-processing capacity increase, or power consumption decrease, is
possible, for a typical urban scenario. FPGAs can thus yield very efficient implementations of

adaptive receivers which are based on parallelizable algorithms, for 3G systems.
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Chapter 6

Eigen-/Combining for CDMA Systems

6.1 Chapter Overview

In this chapter we first introduce the code-division multiple access [140, 155] (CDMA) con-

cept and its application to multi-branch receivers. We then present the CDMA transmitted
signal model and despreading techniques for the received signal. A practical implementation
method for optimum combining is subsequently proposed and demonstrated. Finally, opti-
mum eigen-combining — which takes advantage of fading gain correlation to reduce problem

dimensionality — is described, along with its implementation.

6.2 Multi-Branch CDMA Receiver Background

CDMA uses codes to distinguish among transmitters within the same frequency band in or-

der to increase user capacity [140, 155]. This multiple access technique is empl@&redi in

generation (2G) and@rd generation (3G) wireless communications systems [33,71, 132, 134].
The RAKE receiver [63, Chapter 13] [114] is readily applicable in CDMA systems sub-

jected to frequency selectivity [100]. Such a multi-branch receiver has been proposed for
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CDMA systems to yield a form of frequency diversity gain. Nevertheless, recent compre-
hensive measurement results described in [104] for macrocellular, microcellular, and indoor
wideband channels indicate that RAKE temporal taps can be highly correlated, thus drastically
limiting the potential diversity gain.

Over the past decade a significant effort has also been devoted to the evaluation of antenna-
array-based CDMA systems employing statistical beamforming or diversity combining or both
[33, Chapter 3] [35,36] [42,43,83][100,101] [134, Chapter 3]. When the processing gain (PG)
is large and when the power control is accurate, CDMA interference can be approximated as
spatially white [101]. However, in 3G systems the processing gain is variable and can be low,
which yields non-white interference. Then, maximum average (over fading) signal-to-noise
ratio (SNR) beamforming has been shown to be outperformed by maximum average signal-
to-interference-plus-noise (SINR) beamforming [43]. The maximal-ratio combining (MRC)
CDMA antenna array receiver, which disregards the interference, is suboptimum as well [101].
On the other hand, optimum combining [123, Chapter 10] [148] limits the degrading effect of
interference-plus-noise and enhances the intended signal (to the extent allowed by the number
of receiver branches).

Naguib [100, 101] proposed a practical approach to optimum combining for CDMA sys-
tems with base-station antenna array [101, Section 3.2.2], and studied the effect of temporal and
spatial fading correlation caused, respectively, by user motion and azimuth spread (for uniform
power azimuth spectrum) [101, Chapter 4]. The interference-cancelation properties of antenna
array combining were shown to significantly improve the symbol-detection performance and
user capacity [101, Chapter 6] over the single-antenna receiver. On the other hand, in [141]
imposed power control accuracy restrictions for CDMA have been alleviated using directional
instead of omnidirectional antennas. Lower sensitivity to imperfect power control in CDMA

with base station antenna arrays is also demonstrated in [138], using a smart-antenna test-bed.
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Note, however, that besides the channel gain vector for the intended user, which is the
weight vector for MRC, optimum combining [123, Chapter 10] [148] also requires the inverse
of the interference-plus-noise correlation matrix [123, Section 10.1.1, p. 439]. This matrix
was computed in [100, 101] using the front-end (spread) received signal, which is generally
represented with low numerical precision [74,122]. Furthermore, the approach from [100,101]
depends on the chip-pulse waveform actually employed. Finally, estimation of channel gain
vector for the intended user and the corresponding inverse interference-plus-noise correlation
matrix can be computationally expensive in actual practice, when the channel gains are varying,
e.g., on the order of the square of the number of branches [101, Tables 4.3, 4.4].

In [43], maximum average SINR beamforming has been suboptimally implemented for the
CDMA uplink, by direct recursive updating of the combiner, for a computational load linear
in the number of antenna elements. The algorithm greatly outperforms the single-antenna re-
ceiver, and the antenna array receiver which assumes white interference. Nevertheless, this
approach was also designed for a specific, idealized, chip-pulse waveform, and has poor con-
vergence properties.

RAKE processing has already been integrated with optimum (average and instantaneous
— relative to the fading) array signal processing [43, 101], in order to take advantage of fre-
guency diversity gain as well as space diversity gain and array gain. Nevertheless, the signals
received at RAKE taps and antenna elements can be highly correlated [2,42,43,101,104,123].
Furthermore, normalized correlation values arour@5 between delay spread and azimuth
spread have been measured [8, Table IV] (this correlation value was also proposed by the
3GPP for channel simulations [2]), which indicates that space and frequency diversity gains
are significantly correlated as well [8]. Thus, multi-branch CDMA signal processing algo-
rithms could benefit by adapting their complexity to actual channel statistics, through eigen-

combining [35, 36,42, 83].
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6.3 CDMA Transmitted Signal Model

Consider a generic asynchronous CDMA cellular system, with a base station antenna array
receiving signals fronN, mobiles from the same cell. Suppose that the baseband signal trans-

mitted by the intended mobile is
s(t) = bt) c(t), (6.1)

whereb(t) = S b(k) - N(t — kTs) is the information-encoding signal, with(k) i.i.d. equi-
probable BPSK symbolsH(1), modulating the rectangular symbol-pulse wavefdiit) of
durationTs [19, Section 2.5.1, p. 21]. (BPSK symbols are, for example, transmitted in the
uplink of the UMTS Frequency Division Duplex (FDD) [5]. Nevertheless, the following re-
sults are readily extendable to MPSK constellations.) Furtifer= S %c(n)-p(t —nT) is
a user-specific spreading signal made of i.i.d. equiprobable BPSK diipsmodulating the
chip-pulse waveformp(t), of durationT.

The processing (or spreading) gain of the system is defined a%E;Z;TC, and represents
the factor by which the bandwidth of the information-bearing sidpiglis enlarged, or spread,
using the chip signak(t). It also represents the factor by which the intended signal is boosted
relative to the interferers by despreading, at the receiver. The energy transmitted per symbol,
Es, and the energy transmitted per chif, are related througBs = PG- Ec.

We make the common “narrowband system” assumption [100] [106, p. 35] that the signal
propagation time between antennas is equivalent to a phase shift. This holds approximately

when the carrier frequency is much larger than the bandwidth of the transmitted signal,
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6.4 CDMA Received-Signal Despreading Methods

Despreading the received CDMA signal to the original, i.e., data, bandwidth has traditionally

been done using the code-filtering approach [100, 101] described below. More recently, a de-
spreading method useful in the computation of the interference-plus-noise correlation matrix,
and entitled signal-cancelation despreading, was proposed in [93], and is described further

below.

6.4.1 Code-Filtering Despreading

After the receiver filter matched to the transmitted chip-pulse waveform, and synchronized on
the intended transmitter, the signal vector sampled alitthehip,| = 1 : PG, within a symbol

b, can be written as
y(1) = vEcbhc(l) + (), (6.2)

whereh is the L-dimensional Rayleigh fading channel gain vector corresponding to the in-
tended user, assumed to remain constant over several symbols [100] [101, Section 3.2.2].

Above,u(l) is the interference-plus-noise signal vector, given by
Ny ~ N
U =Y VEebmhmem(l) +(1), (6.3)
mM=1

wherebm, hm, andcy(l) represent the transmitted symbol, channel gain vector, and chip se-
quence, respectively, for timath interfering mobile, and(1) is the receiver noise vector, which
is assumed to be zero-mean, complex Gaussian, temporally and spatially white. The channel
gains, transmitted symbols and chips are assumed mutually uncorrelated between different
mobiles.

Hereafter, the term “short-term averaging” will stand for temporal averaging over the longest

period wherein the channel gains can be assumed constant. In terms of ensemble averaging,
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we assume that this operation is equivalent to averaging over the noise, chips, and symbols.
“Long-term averaging” will stand for averaging over the longest period in which the channel
fading statistics remain constant. In terms of ensemble averaging, we assume that this opera-
tion is equivalent to averaging over noise, chips, symbols, and the channel fading gains.

For the traditionalcode-filteringdespreading approach [100, 10¥{)) given by (6.2) is

correlated with the intended mobile’s spreading sequence, as follows

N PG _PG PG
y = Y c)y(l)=vEDbhY c)?+ Y c(h)u()
I=1 =T =
= PGvE:bh+T¢ = vVPGvVEsbh + g, (6.4)
where the interference-plus-noise term is
AR
Ugt = Z c(hu(l). (6.5)
I=1

Note that the correlation matrix of this vector depends on the chip-pulse waveform actually

used [93,100, 101].

6.4.2 Signal-Cancelation Despreading

Despreading the received signal for the intended user using the chip sequence obtained from

the original one as follows [93, Eqn. 7]
d() = (-1 c), 1 =1: PG, (6.6)
yields the despread signal

PG
Z = d(l) y(l
z I;()Y()

PG PG
= VEbhY (-1 e+ Y d() (). (6.7)
I=1

=1

J/

=0,for\éven PG
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Note the null contribution of the intended signalzgustifying the title ofsignal-cancelation
despreading for this method [93].

Interestingly, it can readily be shown that the statistics of the signal-cancelation despread-
ing outputz from (6.7) coincide with those of the code-filtering interference-plus-naige,

from (6.5), i.e. E{UcUcs} = R3 [93]. Then, (6.4) yields
Ry = PG-Es-E{hh"} + R, (6.8)

where averaging is over the noise, chips, symbols, and, can be over the channel gains as well.

6.5 Optimum Eigen-/Combining

6.5.1 Optimum Beamforming

For the code-filtering signal model from (6.4), the maximum average SINR beamformer [43,
Section l11.A] is the vectoiv € Ct which maximizes

A PG Es-WHR:W

SINR(W) = — ——— 6.9
(W) WHE{UctUc}W (6.9)
i.e.,
WHR-W  WH(Ry—Ry) W  WHRyWw
h y "z y
argmax — —, or — ~ .~ =. 6.10
gwec)L( WHRW’ WHR-w 7 7 WHRsW (6.10)

Since the interference-plus-noise correlation ma®jxs a positive definite matrix, there

exists a positive definite matrRﬂzl/ 2 such thaR; =R

;/2 ;/2, which is called the square-root

decomposition oR5 [94, 99.12.3(2), p. 155] [64Y. 11.2-4, p. 395] [101]. The optimum

beamformer from (6.10) is then given by

Wer = RZY?d (R*l/ 2(Ry — Ri)R:1/2> =R, Y24 (R*l/ 2RyR; "/ 2) : (6.11)

7 7 y z 7 7
whered (-) represents the dominant eigenvector of the enclosed matrix.
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For spatially-white interference this reduceslt@y), which actually coincides witt (R;.)
— see Section 3.5.2.1, on page 71, where maximum average SNR beamforming is discussed.
For nonfading channeld (R;) O h, and maximum SNR beamforming actually reduces to
maximal-ratio combining (MRC) — see Section 3.5.1.1, on page 61.

In order to solve the above problem in practi _,1/2 can be updated directly from sam-
ples ofz using the square-root updating algorithm described in [100, Table 1, p. 1517], with
complexity orders(L?). The required dominant eigenvector can be computed usingdier
Method[64] [101, Section 4.1.1], of complexity order(L?). A direct, but approximate, re-
cursion for the optimum beamformer [43, Eqn. 28, p. 812] reduces complexityltp. Since
the execution of these matrix and vector operations can be distributed over a long period (i.e.,

the period in which the channel statistics remain relatively constant), they do not represent a

considerable computational burden [1, 35, 36].

6.5.2 Optimum Combining

For the despread signal model from (6.4), maximizing the SINR defined as in (6.9), now with-

out averaging over the fading, yields the optimum combiner
W = [E{TcrUer}] h=[E{ZZ}] *h, (6.12)

and then the BPSK symbol can be detectet assign{[] (WHyl}.

Recursive estimation of the short—telﬁa%‘1 from samples of can use the approach de-

—1/2

/< and then comput®; * = R, Y2 R;l/z. On the other

scribed in [100, 101], i.e., upda -
hand, exploiting the short-term version of (6.8) yieﬁjEH 0Ry —Rs. Hence,h, required
for (6.12), is the dominant eigenvector@(Ry— Rz), which is computable using thRower

Method[64] [101, Section 4.1.1], of complexity order(L?).
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Fig. 6.1 describes CDMA optimum combining, which requires channel-rate and symbol-
rate operations involving-dimensional vectors andx L matrices. Hence, the data rate and
the numbelL of receiver branches are limited by the complexity involved by the computation
of the combiner from (6.12). Described further below is an eigen-combining approach that can
reduce the channel-rate and symbol-rate processing volume and can improve performance [36].
Note that the proposed combining method makes no direct use of the spread (pre-correlation)
received signal vector. This is important since its numerical representation precision is usually

very limited [74, 122]. Further benefits of signal-cancelation despreading are described next.

6.5.3 Numerical Results for Nonfading Scenario

As in [126], a simplified scenario with zero azimuth spread is considered, i.e., with fully cor-
related channel gain vector components (which differ only by a deterministic phase, related to
the corresponding AoA) for each user [99]. The terms “combining” and “beamforming” are
then interchangeable. Assuming no temporal fading as well, the required correlation matrices

were computed using their theoretical expressions given by [126, Eqns. 3 — 7]

Nu o

Ry= PGEshh"+ &% Eshmhi+{Nol, (6.13)
m=1
Nu ~ -

Ry = &Y Eshmhfy+{Nol, (6.14)
m=1

whereé and{ depend on the chip-pulse waveform. Note fRatoincides with thdr; compo-

nent corresponding to the interference-plus-noise, regardless of the chip-pulse waveform. On

the other hand, the required dominant eigenvectors were estimated using the Power Method.
For the numerical results presented next we also assume rectangular chip-pulse waveform

andPG = 128 The intended signal arrives with pow@dB from AoA 0° (i.e., antenna broad-

side), while interfering signals arrive from up 8ousers, with powefl0dB from AoAs +5°,

+15°, £25°, £35°.
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Figure 6.1. Combining for CDMA systems using jointly code-filtering and signal-cancelation

despreading.

198




Fig. 6.2 shows poor performance for the beamforming (combining) approach proposed by
Naguib in [100,101] — which computes the optimum beamformer (combiner) using the spread
signal and the code-filtering output — compared to theoretical maximum SINR beamforming,
and even the suboptimum maximum-SNR beamforming (which assumes white interference).
The degradation is due to the fact that Naguib’s approach [100,101] assumes an idealized band-
limited chip-pulse waveform, and is suboptimum otherwise. Our method using the signal-
cancelation and code-filtering despread signals yields SINR very close to that of theoretical
maximum SINR beamforming, because it is independent of the chip-pulse waveform.

Fig. 6.3 shows that the beamforming approach proposed by éfadiin [43], which also
uses the spread signal and the code-filtering output, yields much slower convergence to the
optimum beamformer than our approach. Furthermore, the number of PM iterations required
for convergence in Choi’'s method increases significantly when strong interferers are added to
the system, while for our approach this number remains almost constant. The improvement
is due to the fact that our proposal computes the dominant eigenvector for a near-unitary-rank
matrix, while Choi’'s method [43] employs a higher-rank matrix with more interferers.

These results indicate that, even when the degrading effect of poor quantization precision
for the front-end, i.e., spread, signal is not included, the proposed signal-cancelation-based

approaches are more accurate and faster-converging than previous proposals [43, 101].

6.5.4 Optimum Eigen-Combining

The long-termR, 1/2 can also be updated recursively by applying the square-root updating
algorithm from [100, 101]. Then, the interference-plus-noise component of the code-filtering

signal described by (6.4) can be whitened in long-term as follows
Yo = R;Y%=PG. VEDbR, Y21+ R Y0y
= VPG yEsbhy+Tw, (6.15)
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ULA:L =5, d = 1; Intended mobile at 0° SNR = 0 dB; Intereferes at + 5°, 15°, 25°, 35°, SNR = 10 dB.
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Figure 6.2. SINR achieved by beamforming approaches vs. the number of signal sources, for

rectangular chip-pulse waveform
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ULA:L=5,d = 1; Intended mobile at 0°, SNR = 0 dB: Intereferes at+ 5°, 15°, 25°, 35°, SNR = 10 dB.
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Figure 6.3. Number of Power Method iterations required for beamforming approaches vs. the

number of signal sources, for rectangular chip-pulse waveform
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12+

~ A __ ~ AN -1/2~ . .
wherehy, = RE h, anduy = Rz / Ucs has long-term-uncorrelated, unit-variance compo-

nents, so that

Ao _ _
Ry, = E{Vw¥ii} =R, 1/2RVRZ 12 _ pG. E. Ry +IL. (6.16)

Employing the same matriR, 1/2 as above to multiply the signal-cancelation output

from (6.7) yields

.

_1/2~
Zw /23

Z Y

(6.17)

with long-term-uncorrelated, unit-variance components.
The KLT of the signal from (6.15), using thd¢ dominant eigenvectors from the eigen-

decompositioerﬁW =E_ AL EE, produces
A -
YwN = EH Yw =V PG\/E b hW.,N + UwN, (6.18)
A H g A H~ .
wherehy n = Ey hyw anduyn = E Uy. Define further
Zun 2 ENZ,. (6.19)

Since the correlation matrices 0 andz coincide, so do those afy,n andzy N.
The above procedure can be streamlined as follows. Using temporally-uncorrelated sam-

ples ofy andz, the long-ternRy andR;l/2 can be updated. Then, the eigen-decomposition of

~1/2
7

Ry, =R Rngl/Z providesEy, which is then used at each symbol, for dimension reduc-

tion, as follows:

>

yan = ENR;Y?, (6.20)

1>

ZwN ENR, "%z (6.21)

The (short-term) optimum combiner for the signal vector described by (6.18) or (6.20) is

W = [E{zwn 2] huns (6.22)
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and the detected BPSK symbokig = sign{[J [WH ywn] }-
In practice, the inverse short-term correlation matrix from (6.22) can be estimated from
samples o N given by (6.21), using the square-root updating algorithm from [100, Table 1,

p. 1517]. On the other hand, exploiting (6.20) for short-term averaging yields
Ry,n = PG Es-hwn hiy 4+ Rz - (6.23)

Hence, théN-dimensional vectoh,, n required for combining isl (Ry,, y — Rz, )-

A diagram of the described eigen-combining method for a CDMA system is presented in
Fig. 6.4. Note that most channel-rate and symbol-rate processing now inhbkéé matri-
ces and\N-dimensional vectors. Only the KLT from (6.20) and (6.21) requires symbol-rate
multiplication of a long-termN x L matrix with anL-dimensional vector. Since the long-term
correlation matrices are changing very slowly compared to the short-term ones, and since in
practice it is expected that < L [35, 36], eigen-combining is expected to significantly reduce
complexity over combining. Furthermore, eigen-combining without the weak eigen-modes
can lead to significant performance improvements for CDMA [35, 36]. The eigen-combining
approach described above also avoids direct use of the spread signal vector, thus promising
improved performance, independently of the chip-pulse-waveform independence, as well as

faster convergence.
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Chapter 7

Summary, Conclusions, and Future Work

Below, we provide an account of the results of this work and then outline a few envisioned

further research directions.

7.1 Summary and Conclusions

Chapter 2 provides the background information on the conventional SISO wireless communi-
cations system, wherein receiver noise, channel fading, and estimation inaccuracy can yield
very poor performance.

The first part of Chapter 3 shows that SIMO systems employing statistical beamforming
(BF) and maximal-ratio combining (MRC) can significantly improve symbol-detection perfor-
mance, due to array and diversity gains. Chapter 3 introduces the concept of maximal-ratio
eigen-combining (MREC). The derivation of symbol-detection performance measures is de-
scribed for MREC with perfectly known channels. Since MREC is a superset of BF and MRC,
MREC performance measures apply to BF and MRC, as special cases. Optimum and subop-
timum approaches are described for the case of imperfectly known channels. A finite-limit-
integral — i.e., non-closed-form — yet easily computable and analytically more convenient,

average error probability (AEP) expression is derived for optimum (exact) MREC, while a
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more involved closed-form AEP expression is derived for suboptimum (approximate) MREC.
These expressions are proven applicable for BF and MRC as special cases, and they serve to
evaluate the relative performance of these receivers. Finally, a numerical complexity compari-
son of exact and approximate BF, MRC, and MREC is provided.

In Chapter 4, a realistic spatial channel correlation model is described, relying on the Lapla-
cian power azimuth spectrum with random, log-normally-distributed azimuth angle spread, for
typical urban scenarios. The adaptation of MREC to actual channel statistics, performance
requirements, and complexity load is investigated. Smarter antenna arrays employing MREC
promise performance enhancements and complexity reductions over BF and MRC for typical
cellular scenarios with varying azimuth angle spreads. Gains of afiBtat AEP= 102,
and more tharv dB at AEP= 103 are found possible with MREC over BF with a uni-
form linear array withb elements, and half-wavelength inter-element distance. Furthermore,
for symbol-SNR in thg0 dB, 10 dB] range, the proposed performance-complexity-tradeoff-
criterion-based adaptive exact MREC achieves optimum performance (i.e., the exact-MRC
performance) with abol@0%— 90%lower complexity than that of exact MRC.

Chapter 5 describes actual fixed-point implementations of SISO and SIMO (BF, MRC, and
MREC) baseband receivers on a field-programmable gate array (FPGA). These devices have
been chosen due to their great potential for hardware parallelism, which perfectly suits the
requirements of current- and future-generation communications signal processing. Their re-
programmability represents a significant advantage for fast prototyping of new algorithms, as
well as for keeping up with standard, application, and market changes, even after system de-
ployment. FPGA-based implementations of smarter, MREC-based, antenna arrays are found to
achieve near-optimum performance while doubling user processing capacity, or, equivalently,

halving resource and power consumption requirements, compared to MRC.

206



In Chapter 6 beamforming, combining, and eigen-combining are considered for code-
division multiple access (CDMA) systems. We describe the traditional code-filtering signal de-
spreading approach as well as a newer approach referred to as signal-cancelation despreading.
The latter is found instrumental in computing accurately the interference-plus-noise correlation
matrix for any chip-pulse waveform. We propose the joint exploitation of these despreading
methods for optimum combining at CDMA antenna arrays, and demonstrate beamforming per-
formance improvements. In order to further improve performance and reduce complexity, an

approach to optimum eigen-combining for smarter CDMA antenna arrays is described.

7.2 Related Future Research Directions

Although extensive comparisons of BF, MRC, and MREC in terms of symbol-detection per-
formance, algorithm complexity, as well as resource and power consumption for realistic sce-
narios — based on analysis, simulations, and actual fixed-point implementations — have been
provided in this thesis, investigation of eigen-combining for a wider range of channel models
at the base station and the mobile station, for fixed and mobile wireless communications is
needed. Furthermore, fixed-point implementation which incorporates the eigen-decomposition
required for eigen-combining is necessary for more definitive conclusions on real-world appli-
cability.

The application of eigen-combining for CDMA systems is also of interest, as its applica-
tion across antennas and RAKE taps, employing the signal-cancelation despreading technique,
promises to yield truly cost-efficient multi-branch receivers achieving near-optimum perfor-
mance.

Eigen-combining for MIMO systems is of great interest. Work is required on the adap-

tive joint receiver-transmitter selection of the most appropriate eigen-combining orders which
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would provide the intended performance for the lowest cost in terms of transceiver resource
and power consumption, while simultaneously adapting the modulation to the channel condi-

tion and user requirements.
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Appendix A

Implementation of Exact MRC

Assuming thah andg are zero-mean, jointly-Gaussian, the channel gain véctanditioned

on its estimat@ is Gaussian with mean and correlation given by [81, Appendix 15B, p. 562]

!
>

E{hlg} = E{hg"} [E{a8"}] "G, (A1)

£ E{(h-m)(h-m"[g = R;— E{hd"} [E(G3")] "E@H").  (A2)

Rg

We can then write the channel gain vector, conditioned on its estimate, as

h=m+¢e with e~ 4 (0,Rg), (A.3)

so that the received signal vector from (3.1), on page 51, can be rewritten as

y = VEsbM+V ~ A(VEsbm,Ry), (A.4)
where
~ A .
v = VEsbe+n, (A.5)
and
AN ~ ~H 2
Ry =E{vv '} =Es|b|“Rg+Nol. (A.6)

209



The signal model in (A.4) conveniently compounds receiver noise and channel estimation

error into the vectov. The corresponding optimum combiner is
W=R-'m, (A7)
which yields maximum SNR, given by

y=Esm"R;tm. (A.8)
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Appendix B

Correlation Matrices Required for MRC

In this appendix we provide expressions for correlation matrices required in the implementation
and performance analysis of approximate and exact MRC — see Section 3.8.1, on page 101,

Section 3.8.2, on page 104, and Appendix A.

B.1 Correlations Required for Approximate MRC

The test-variable-based performance analysis method described in Section 3.4.1.2, on page 57,

requires for approximate MRC the matrices expressed below for SINC and MMSE PSAM.

B.1.1 The Case of SINC PSAM Channel Estimation

Based on details from Section 3.6.2, on page 83, for SINC PSAM, the following hold:

A o . - - ,
o (Rg(ms))i_‘j = E{Gi(0,ms) @} (0,ms)} =v(mg)T {(Rﬁ)i,j Q+ ﬁf IT} v(ms), with the
real-valued SINC interpolation vect®(ms) given in Table 3.4, on page 84, and the

T x T real-valued matriXQ defined in (3.118), on page 84.

o (Rgy(M)),; = E{Gi(0.my)¥;(0,my)} = VESb™ - (Ry), | V <ms>Tq<ms>,
(Ryg(ms)), ; 2 E5i(0.m5) G} (0.mg)} = VEsb- (Ry),, (my)Tq(my),

211



with the T-dimensional, real-valued vectg(ms) defined in (3.120) at page 85. Thus,
. o -

Rgy(Ms) = E{g(0,ms) ¥ (0,ms) } = /Esb* R V(mg) T g (m),

Ryg(ms) 2 E{F(0,mo)g" (0.my)} = VEsbR;¥(my)T g(my).

A ~ . . .
o (Ry);; = E{Ni¥]} = Es[b? (Rg), ; + No, i-e., Ry = Es[b]?Ry; + No, which, evidently,

does not depend on estimation.

B.1.2 The Case of MMSE PSAM Channel Estimation

MMSE PSAM branch estimation is described in Section 3.6.2, on page 83. Using (3.116)—
(3.120) from page 84, we get the channel gain vector estimaggtass) = égpt(ms)% =

RVH ﬁ(ms) Ry‘plyp, which requires the following correlation matrices:
p
e Ry, andRypﬁ(ms), expressed in (3.117) and (3.119), respectively, at page 85.

. Rprﬁ(ms) = /Epbp [qT(mS) ®Rfﬁ}, obtained from (3.119) using a Kronecker product
property [94, Section 2.410.a, p. 19].

MMSE-PSAM-based approximate-MRC analysis requires the following correlation matrices:

o Ry(ms) = E{@0.m) g (0.my)} = RY (Mg R 1Ry r(my)

* Ray(ms) £ E{G(0.ms) 3" (0,my)} = VEsb* Ry (me) = v/Esb* Gliy(me) Ry (me) =
= VEb'RY () R 'Ry 7(ms) = Esb* Rg(m).

e it follows that for MMSE PSAMRg(ms) = R@.ﬁ(ms), which is a well-known property of

MMSE estimates, also known as the orthogonality principle [81, p. 386] [102, p. 177].
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B.2 Correlations Required for Exact MRC

As shown in Appendix A, implementation of exact MRC requires the calculation of the opti-

mum combiner given by (0, mgs) = Rgl(ms) m(0,ms). From (A.1), we have
M(0,ms) = R4 (ms) Ry (ms) §(0, m), (B.1)
and from (A.2) and (A.6) we have
Ry(ms) = Es[bf? [Ry — Reg(ms) Ry “(ms) R (ms) | + Nl (B.2)

The test-variable-based performance analysis method described in Section 3.4.1.2, starting
on page 57, requires for exact MRC the matriBgg(ms), Ry (ms), Ry (ms), which can be

expressed as follows:
o Ren(ms) = Ry (ms) Ry (ms) R (m)
* Reg(ms) = Ry (ms) Ry (ms) Ry ()
o Rym(ms) = RH(Ms) = Ryg(ms) Ry (ms) Ry (ms).

For SINC PSAM,Rg(ms) and Rgy(ms) have been expressed in Section B.1.1. Then, the
remaining correlations needed in (B.1) and (B.2) are giverRﬁg(ms) = Rg«y(ms)/(\/Eb)
andRg; () = RE ().

For MMSE PSAM we have from Section B.1.2 th§(ms) = Rgﬁ(ng) = Rﬁg(ms), which
reduces (B.1) tan(0,ms) = g(0,ms), and (B.2) toRy(ms) = Es|b|? [Rr — Rg(ms)] + Nol L,
with Rg(ms) expressed in Section B.1.2. Furthermd®g,(ms) = Rg(Ms), Rag(Ms) = Rgy (M),

andRy s (ms) = R%y(ms) = Ryg(ms), with Rgy(ms) also expressed in Section B.1.2.
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