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AbstractA method for combining digital beamforming and power control in the downlinkof a direct sequence code division multiple access system is �rst presented. Thealgorithm does not require the use of a downlink pilot signal to estimate the channelresponse vector (CRV) for each user. This CRV-based power control algorithm iscomprised of three steps: (1) minimum mean-squared error channel estimation, (2)beamforming, and (3) optimum intra-cell power allocation. Using this CRV-basedpower control algorithm the coverage and capacity of a downlink system employingmultiple antenna elements at the base station is studied in the presence of inter-celland intra-cell interference. The results show that to achieve a -5 dB uncoded SINR,CRV-based power control would allow a �ve element base station antenna array toreduce base station density by a factor of four over that of a single antenna system.The second contribution of this thesis is a proposed computationally e�cientwideband CDMA spatial-temporal RAKE receiver structure. The receiver employssequential decision-making as well as tree search techniques to signi�cantly reducecomputational requirements with only a small sacri�ce in optimum performance.The computational complexity and SNR performance of the new structure is studiedii



through numerical calculations and simulation. The results show an 84% savings incomputation can be achieved compared to a full search RAKE receiver structure witha performance degradation of only 0.9 dB.
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Chapter 1Introduction1.1 MotivationThere has been a tremendous increase in the demand for mobile wireless services.The bandwidth and time slot available for wireless applications are limited resources.To use these limited resources, various multiple access algorithms have been devel-oped to facilitate the sharing of bandwidth and time slots. Early wireless servicesprovide multiple access by dividing up the time slot for each user using TDMA (timedivision multiple access). Another multiple access method is to divide the frequencyband into di�erent slots using FDMA (frequency division multiple access). DirectSequence Code Division Multiple Access (DS-CDMA) technology has provided ane�cient means to provide multiple access to a high number of users without divid-ing the available resources into frequency or time slots by assigning to each user apseudo-random code. 1



In the next generation of mobile phone products, new applications such as interac-tive multimedia and internet browsers will enhance functionality. These new applica-tions for wireless mobile phones demand higher signal quality and bandwidth for thewireless link. To accommodate the increased demand, the base station must be ableto provide enough signal quality to all users. The use of base station antenna arrayswith half-wavelength inter-element spacing has been proposed to increase capacity.To achieve the high bandwidth necessary for wideband applications, multipath diver-sity can be used to increase system performance. In wideband CDMA (W-CDMA)proposals, the chip rates are �ve, ten or �fteen times the current IS-95 standard chiprate [1] [9] [26], such as the case of the NTT experiments of 1.92 mega-bits-per-second(Mbps) data transmissions using 15.36 mega-chips-per-second (Mcps) [27]. Experi-mental test system used in [40] used 5.1Mcps. The increased chip rate of widebandCDMA applications allows for �ner resolutions on multipath signal components. Atthe same time, the number of possible multipath components also increases due tothe smaller chip period.We �rst present a channel estimation algorithm based on a Kalman �lter is pre-sented for the downlink channel with multiple antenna elements at the base station,and only one antenna element at the mobile. The channel estimation algorithm allowsfor dynamic estimation of the channel response vector (CRV) for the downlink chan-nel utilizing minimal computational resources at the mobile station. The downlinkbeamformed channel utilizes a power allocation method presented by Yang and Xu[51] in conjunction with our proposed Kalman �lter-based channel estimator. Our2



performance results show that the estimation converges to the optimum estimatorin the minimum mean squared error sense. The bene�ts of utilizing spatial diversitythrough the use of multiple element antenna arrays with half-wavelength inter-elementspacing.We then present a novel RAKE receiver structure for wideband CDMA environ-ments where there is a high chip rate and a time-varying multipath channel, whichmakes �ne time-resolution signal tracking impractical. In wideband CDMA, the num-ber of multipath components can be large, and variable, with large delay spread interms of the number of chips. A parallel adaptive network of RAKE �ngers is pro-posed corresponding to all possible delay shifts and users. For wideband CDMA, thereceiver's oversampling rate is lower than in IS-95 systems, such as in [27] where 2times oversampling is used for a 15Mcps chip rate. Lower oversampling would limitthe ability to perform �ne multipath tracking using early-late algorithm [52]. Us-ing a sequential detection scheme, only viable �ngers above a signal power thresholdare used to generate the output decision statistic. Combined with a spatial domainsearch for the best set beamforming weights, we demonstrate that we can implementa spatial-temporal RAKE (2-D RAKE) receiver with greatly reduced computation atthe expense of only modest performance loss.1.2 Summary of ContributionsThe contributions of this thesis for the downlink channel are listed below:3



� A minimum mean-squared error channel estimation algorithm is presented fortransmission beamforming in the downlink channel with multiple antenna ele-ments at the base station and one element at the mobile station without theuse of pilot channels.� A channel delay spread model is used to analytically determine intra-cell inter-ference for a CDMA system synchronized to a dominant path.� The power allocation algorithm presented by Yang and Xu in [51] is extendedto include quality of service for di�erent mobile stations.� The coverage and capacity is determined for a multi-cell multi-user downlinksystem employing multiple antenna elements at the base station in the presenceof inter-cell and intra-cell interference.The contributions pertaining to the uplink channel are listed below:� A wideband CDMA spatial-temporal RAKE receiver utilizing sequential detec-tion and spatial tree search is presented for the uplink base station processing.� A new algorithm was presented to calculate the performance of a sequentialdetector with dependent samples arising from tree search.� The computational complexity and SNR performance of a system utilizing a2-D RAKE uplink receiver is studied.4



1.3 Thesis OutlineThere are two main components in this thesis. The �rst component is a study ofthe downlink CDMA channel. The second component is a presentation of a newimplementation of 2-D RAKE wideband CDMA receiver.In Chapter 3, our downlink channel model is presented. Interference from withinthe cell (intra-cell interference) is included in our channel model. A channel estimationalgorithm is presented, followed by a downlink transmission beamforming algorithm.Using the model and algorithm presented in Chapter 3, performance evaluation ispresented in Chapter 4. The channel estimation algorithm's performance is examinednumerically using the numerical solution to the Riccati equation. The estimation errorwas also studied using simulation. Using Monte Carlo integration, the overall systemcapacity and coverage performance with a varying number of antenna elements at thebase station is studied in the presence of interference from surrounding cells and frommultiple access interference due to the delay spread from within the cell. The e�ectof having multiple cellular service levels on the SINR performance was also studied.In Chapter 5, a new wideband CDMA 2-D RAKE receiver implementation ispresented. The sequential detection is used as well as a tree-structured spatial search.A method for designing the sequential detector is developed. The computationalrequirements and overall performance of this 2-D RAKE receiver are also presented.5



Chapter 2Previous WorkThere has been extensive previous research on the analysis of CDMA system perfor-mance for the uplink and temporal RAKE receivers. Previous research on downlinkCDMA system performance and temporal-spatial RAKE receiver implementation forthe uplink is limited. In this chapter, we will examine the most relevant referencesfrom the literature.2.1 Downlink CDMA Processing Using CoherentAntenna ArraysOne of the contributions of this thesis is the study of the downlink CDMA processingand its e�ects in a frequency division duplex CDMA (FDD-CDMA) system usingan antenna array with phase coherent signal processing. There has been some workon the assignment of power levels to users for time division duplex (TDD) systems6



using coherent antenna array signal processing and in single antenna systems [51] [19].To �nd the channel information in FDD systems, probing using a pilot signal wasintroduced by Gerlach [13], but in this work, a recursive algorithm is used to trackthe channel information without the use of a pilot signal. The recursive algorithm cane�ectively track the changes in the channel information in a dynamic environment.The performance of the channel estimation algorithm is studied in a multi-cell multi-user environment.In the downlink channel for CDMA systems, since the base station has to transmitto all users simultaneously, the signal processing at the base station is more di�cultto perform as well as analyze. To the best knowledge of the author, the performanceof the downlink channels in CDMA systems has not been previously investigated.Yang and Xu [51] have analyzed the problem of optimum power assignment as-suming known directional beamforming weights in a TDD system. In [51], Yang andXu used the array response vectors (steering) from the uplink channel as spatial di-rectional beamforming weights in their algorithm. Since the channel response is afunction of frequency [13], in FDD systems, the uplink channel response is di�erentthan the downlink channel response, resulting in the need for a channel estimation al-gorithm, see Figure 2.1. Other optimum power assignment algorithms were presentedby Kim [19], Rashid-Farrokhi and Liu [12] in the cases where there is no beamformingis performed at the base station.For FDD systems, Gerlach [13] proposed in to estimate the channel response7
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Figure 2.2: Downlink system block diagram representation in a multipath environ-mentfor the downlink channel using a pilot signal transmitted by each antenna. Thereceived signal strength is fed back to the base station and used for determining thebeamforming weights. In Chapter 3, the proposed algorithm for downlink channelestimation does not use pilot signals. The system block diagram for the downlink isshown in Figure 2.2.2.2 RAKE Processing for CDMA Uplink ChannelA block diagram model of the traditional temporal CDMA RAKE receiver can befound in the [33] (See Figure 2.3). In the diagram, Tc is the chip rate, T is the symbol9
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Figure 2.3: RAKE demodulator for DPSK signalsperiod and s(t) is the modulating waveform.Previous references on RAKE receivers dealt with time domain implementationswhere there was no beamforming performed at the receiver. A detailed analysis of theRAKE receiver can be found in Proakis [33]. Recently, Naguib and Paulraj introducedthe concept of a 2D-RAKE receiver utilizing both spatial and temporal characteristicsof the multipath channel[23].In the 2D-RAKE receiver proposed by Naguib and Paulraj [23], a di�erent beam-former was to be used for each possible delay shift. If the resulting statistic, zl(n),is greater than a threshold, a beamforming weight and delay pair is used for RAKEcombining. Otherwise no signal is assumed present for that particular delay (See10
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Figure 2.4: Space-Time Matched Filter proposed by Naguib and PaulrajFigure 2.4). In Figure 2.4, wl is the beamforming weight for the lth delay and ~c is thePN code for a particular user.An alternative to direct sequence CDMA (DS-CDMA) for wideband CDMA ismulti-carrier CDMA (MC-CDMA). In MC-CDMA, the transmitted signal is passedthrough a serial-to-parallel multiplexer, and sent over several channels, each withlower bandwidth. Each channel in MC-CDMA has a smaller chip rate than in wide-band DS-CDMA, resulting in a smaller number of resolvable paths. The smallernumber of resolvable paths reduces the need for many RAKE �ngers, thereby re-ducing complexity. Although more di�cult to implement than, the performance ofDS-CDMA has been shown to be superior to that of MC-CDMA [16]. The amount11



of performance gain for using DS-CDMA is dependent on the multipath scenario.In [18], Kim and Cho studied the capacity improvements using an antenna arrayfor MC-CDMA, but the results do not incorporate multipath e�ects, nor do theypropose how to e�ectively estimate the beamforming weights for each carrier. Theadditional computational complexity required to implement a beamformer for eachcarrier has not been studied. Further research is necessary to compare MC-CDMAand DS-CDMA performance.In conventional CDMA, a special PN acquisition algorithm is used to search forthe correct shift in PN code. In the search for the correct shift, a PN acquisitionalgorithm must search through a large search space. In multipath situations, themultipath components are shifted within a �nite interval relative to the dominantpath, resulting in a much smaller search space. In RAKE reception, it is often assumedwe know the maximumdelay of multipath components relative to the dominant path.2.3 Application of Sequential Detection in CDMASystemsFor a CDMA system, there is negligible correlation between signals separated byover one chip period. Therefore, to correctly match the relative delay between thegenerated PN sequence at the receiver and the received signal, search is required.Most multi-dwell detectors use several decision stages to detect whether the correct12



delay is achieved. If not, the delay is rejected, and the search is performed again forthe next delay in a serial fashion [52]. Detailed studies of PN acquisition can be foundin [39] and [52].Sequential detectors were �rst introduced by Wald [45]. It has been proven thatthe sequential probability ratio test results in minimum average detection time fora speci�ed probability of detection and false alarm [46]. In [39] and [52] sequentialdetection is referred to as the most sophisticated type of PN acquisition algorithm. In[41], a comprehensive study of optimum threshold selection for sequential detectorsin traditional PN acquisition applications are presented. In [15], a sequential PN ac-quisition algorithm is designed and is shown to outperform non-sequential acquisitionalgorithms.After the signal is acquired, a tracking algorithm using an early-late structure isoften used to track the delay of the PN sequence to achieve the highest correlation withthe received signal space [52]. The use of the early-late structure requires oversamplingof the received chips. For wideband CDMA system the oversampling rate is small[27]. In [27], the sampling rate is 4 times the chip rate using a 8-bit analog to digitalconverters (ADC) allowing tracking to within plus or minus one quarter of a chip.Higher oversampling rates for wideband CDMA are impractical due to the cost ofimplementing very high speed ADCs.In this thesis, the focus is on wideband CDMA systems where one of the dominantpaths is assumed known. A search is performed over many adjacent delay intervals for13



multipath energy. Since the search space comprises a large number of chips, a sequen-tial detection algorithm is particularly well-suited to achieve coarse PN acquisition.The resulting statistic from the PN acquisition stage can be made the same as thecorrelation statistic from the matched �lter, and can be used for RAKE combining.A further stage of spatial search will assign the optimum beamforming weights froma pre-calculated set to the multipaths.
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Chapter 3Downlink Channel Model andBeamforming3.1 IntroductionThe bene�ts of CDMA [9] [10] [34] have enabled increased capacity in cellular net-works. The use of antenna arrays with inter-element spacing of less than half awavelength has been proposed to further increase the capacity of CDMA by utilizingthe frequency re-use made possible by the spatial separation of mobiles. The e�ect ofantenna arrays on uplink beamforming performance has been well-studied in recentyears [8] [11] . For the downlink, the research has not been as extensive. Inher-ent di�erences exist between the uplink and downlink channels. In the uplink, thebase station can process individual users' signals separately and in parallel. Signi�-cant resources are available at the base station to process the incoming signals. For15



the downlink, the base stations transmit to all users simultaneously, and the mobilestations have restrictions on computational resources. The signals to di�erent usersinterfere with one another because they all share the same frequency band and timeslots. In a conventional single-user receiver based system, the capacity of the systemis determined by the amount of multiple access interference (MAI)[14]; therefore, it isimportant to minimize the amount of MAI in a CDMA system. The use of orthogonalcodes e�ectively eliminates MAI within a cell if there is no multipath in the channel.However, the reduction of MAI due to users from other cells cannot be addressedwith orthogonal codes, since the codes are reused for each cell, and the base stationsdo not transmit with the same propagation delay to a particular mobile. In real-istic environments, MAI exists within the cell due to multipath, because multipathcomponents arrive asynchronously, and therefore are not orthogonal to the dominantsignal component.For conventional single-user receivers, for each user, energy from all users is re-ceived and chip-matched �lters are employed to despread the desired user's signal.Thus, interfering signals are seen by the receiver as MAI. To ensure that the link qual-ity is above some minimum level, the signal to interference plus noise ratio (SINR)must be above some threshold [12]. Since the transmitted power of the base station islimited, the total power transmitted to all users is constrained. In order to maximizethe SINR, the total transmitted power should be the same as the maximum power ofthe transmitter. If system is not power controllable, regardless of the power availableat the base station, we cannot guarantee a particular service level for all users. The16



reason that some systems are not power controllable is that these systems are inter-ference limited. In a system where the SINR has been maximized and the resultingSINR is lower than the desired level, even if the total transmitter power is increased,the SINR for individual users cannot be increased. Any additional power to increasea user's SINR will result in additional interference for other users, generating moreinterference for the original user. If the maximumSINR that can be achieved is belowthe minimum requirements for a particular data rate, then the system is not powercontrollable.In the case where antenna arrays are utilized, spatial separation of mobile stationsallows the base station to decrease the MAI by adjusting the directional gain for eachuser's signal. Array signal processing, which occurs digitally and at baseband, can bemade transparent to existing CDMA systems. In this thesis, we assume that digitalbeamforming is applied to the baseband signal.In this chapter, we construct a model of the downlink transmission channel ina synchronous CDMA (S-CDMA) system utilizing antenna arrays. A least squaresbased channel estimation method is proposed to estimate the channel response vec-tors (CRV), without the use of a downlink training sequence, or special downlink pilotchannels such as those proposed by Gerlach and Paulraj [13]. The proposed algorithmuses a scalar feedback from the mobile to perform channel estimation, downlink beam-forming and power allocation. The proposed algorithm performs CRV-based powercontrol for the downlink. 17



3.2 MotivationIn Yang and Xu, [51], a method of maximizing the minimum SINR is given. Inorder to �nd the weights to obtain the optimum SINR, the channel response vectors(CRVs) must be known. Generally, the CRV for the uplink and downlink channelsare di�erent for FDD systems. Therefore, the uplink channel state information (CSI)cannot be substituted for the downlink CSI. Gerlach and Paulraj proposed the use ofprobing signals to estimate the CRV in [13]. Probing signals are transmitted duringa training period, or \probe mode", and CSI is then fed back to the base stationvia a separate channel. We propose to estimate the CRV without the use of probingsignals by using the transmitted bits to estimate the CRV. In addition, only a scalarsignal strength value is fed back to the base station by each mobile. The proposedmethod therefore utilizes less protocol overhead by avoiding the \probe mode", aswell as reducing the amount of information collected and fed back to the base station(i.e. feedback bandwidth).With the knowledge of the CRV at the base station, we can power control tomaximize the SINR for each user in the cell. The proposed CRV-based power controlalgorithm consists of three steps, CRV estimation, generating directional beamform-ing weight vectors and allocate power for each user in the cell.
18



3.3 Channel ModelIn our downlink channel model, we assumed that an M-element array is used atthe base station for transmission beamforming serving N mobile users in the cell,who simultaneously share the same bandwidth and time slots, using direct-sequenceCDMA. The mobile is assumed to have only one antenna in this study, which isconsistent with low-cost user terminals.The baseband expression for the superposition of signals transmitted by the kthbase station xk(t) can be written as:xk(t) = NXi=1wiksik(t) k = 1; :::;K (3.1)where, sik(t) is the signal for the ith user in cell k, and wik is set of antenna weightsfor the ith user in the kth cell.Assuming we have a synchronous downlink channel (the synchronous assumptionfor systems such as IS-95 hold true in practice [49]). We also assume that the receiverhas locked onto the dominant path. For simplicity, we assume that the number ofusers is the same in each cell included in our calculations. Without loss of generality,we assume the �rst cell is the cell of interest. Therefore the transmitted signal forthe cell of interest is x1. The signal received by the jth mobile user in the �rst cell is:yj(t) = a�j;1;1x1(t) + LXl=2 a�j;l;1x1(t� �j;l;1) + KXk=2 LXl=1 a�j;l;kxk(t� �j;l;k) + nj(t) (3.2)where aj;l;k is the CRV for the lth path for the jth mobile in the kth cell, and nj(t) isadditive noise seen by the jth user. Superscript � denotes conjugate transpose. The19



CRV comprises of the overall e�ects of path loss, shadowing and fading. The quantity�i;l;k is the relative delay between the lth path of the base station in the kth cell andthe dominant path of the jth user.We also assume that the CRV is changing slowly with respect to the symbol period.This assumption is needed in order to be able to estimate the CRV and update theCRV for transmission beamforming at a later time at the base station.The received signal yj(t) contains the desired signal and the interference plus noise.We use orthogonal codes in synchronous CDMA. The interference power, Ii can bewritten as: Ii = k l=LXl=2 a�i;l;1x1(t� �i;l;1) + k=KXk=2 l=LXl=1 a�i;l;kxk(t� �i;l;k)k2 (3.3)Due to orthogonality between users for the dominant signal, no interference from thesignal destined for other users in the dominant path will be experienced by the ithmobile. The signal power for the ith user is:Si = ka�i;1;1s11(t)k2 (3.4)where s11(t) is the transmitted signal for user 1 in the �rst cell.To simplify the notation, denote, the CRV for the dominant path to each user inthe center cell from the center base station asai = ai;1;1 (3.5)The CRV ai can be separated into a directional component vi and an attenuating20



factor �i. The relationship between them are:vi = aikaik2 (3.6)�i = kaik2 (3.7)where vi is the normalized CRV, containing only the directional information of theith path, and �i is the attenuation factor for the ith path.In a synchronous CDMA system with data rate R, and bandwidth W, we canwrite the SNR at the ith mobile as given by Gilhousen et. al., in [14]:SNRi = �EbN0�i = SiIi + �2WR (3.8)The interference experienced at the ith mobile contains power from all the basestations operating at the same frequency and time. Therefore, in a CDMA system,a user will experience both intra-cell and inter-cell interference. As the distanceincreases from the user, the interference power is reduced exponentially due to path-loss. We assume, for simplicity, that for a hexagonal cell layout where only the 18surrounding cells (2 rings of cells) contribute to intercell interference. The base stationcon�guration is shown in Fig. 3.1.The proposed algorithm for CRV-based power control consists of three separatesteps:1) The CRV is estimated using a recursive estimator based on a Kalman �lter.2) The transmission directional weights are generated using the CRV.21



Figure 3.1: Layout of the hexagonal cells.3) Power is allocated to each user to maximize the SINR.A method for estimating the CRV is �rst examined. We will then briey reviewthe power allocation method outlined in [51], assuming we know the CRV and thenormalized directional beamforming weights. The power allocation method is gener-alized to include users with varying desired uncoded SNR. Finally, we will examinetwo methods to �nd the normalized directional beamforming weights. Each step willnow be discussed in detail.3.4 Channel EstimationAlgorithms for beamforming generally require the knowledge of the CRV for eachof the users within the cell. Gerlach and Paulraj have proposed a CRV estimationtechnique in [13], using probing signals. The use of probing signals requires protocol22



overhead. There are two modes of operation, probing mode and information mode.In the probing mode, the signal strength from each antenna element is measured andfed back to the base station. Thus an additional protocol is required to decide whento switch modes.Alternatively, to estimate the CRVs we can use the information bits known at thebase station, as training sequences. At each mobile, the received signal power is fedback to the base station, and the feedback signal is then used to estimate the CRVusing a least-squares method. We can use either a batch model estimation of CRV ora recursive estimation based on a Kalman �lter. The knowledge of the CRV is usedfor beamforming and power allocation later in the algorithm, therefore a separatepower control algorithm is not needed.The total transmitted digital signal from the base station at time n is:x(n) = NXi=1widi(n) (3.9)where wi is the beamforming weight vector for user i, and di(n) is the nth bit for useri. The received value at mobile k at time n is:yk(n) = xT (n)ak(n) + Ik(n) + nk(n) (3.10)Note that the kth mobile receives a superposition of signals that are being broadcastto all users from the base station.If we make the assumption that only the direct path power from each of theeighteen interfering base stations will contribute interference power to the mobile, we23



can analytically calculate the noise power from each interfering base station if thebeamforming weights are known.3.4.1 Interference from Surrounding Base StationsIn this section, we will derive the average interference power including the e�ects ofshadowing and path loss. We assume we have at (frequency-nonselective) fading,and that the average fading level is unity and is independent of shadowing and pathloss. The e�ects of shadowing and path-loss is also assumed to be independent.First, let the ith base station be located at distance Bi, with an angle #i, withrespect to due east of the base station. We denote the corresponding cartesian coor-dinates as Bxi and Byi, respectively. They are related by:Bxi = Bicos(#) (3.11)Byi = Bisin(#) (3.12)Bx2i +By2i = Bi (3.13)The average power loss between the mobile located at (x; y) (or (r; �) in polarcoordinates) in the center cell and the ith base station can be calculated as follows:PLi = Gi(r; �)((x�Bxi)2 + (y �Byi)2)��2 10 �10 (3.14)where � denotes the path-loss exponent and has a typical value of 4 for urban envi-ronment; � is normally distributed with mean zero, and variance �2S. The standarddeviation �S has a typical value of 8 dB. Gi(r; �) denotes the directional gain for the24



power transmitted by the ith base station to the mobile located at (r; �) in the centercell. The value of the directional gain is dependent on the beamforming patterns andthe location of mobile station.The average interference for a mobile located in the center cell with cell radius R,assuming a uniform distribution, is:EfPLig = Z R0 Z 2�0 12�R2Gi(r; �)((rcos(�)�Bxi)2+(rsin(�)�Byi)2)��2 Ef10 �10 grdrd�(3.15)The expected value of the e�ect of shadowing can be found as follows:Ef10 �10g = Z 1�1 10 �10 e �22�2S d� (3.16)= Z 1�1 e �10 log(10)e �22�2S d� (3.17)= Z 1�1 e (�+�2S10 log(10))22�2S + �2200 log(10)2d� (3.18)= e �2S200 log(10)2 (3.19)where \log" denotes the natural logarithm in the above equations.Therefore, the mean power loss from the ith base station to a mobile in the centercell is:EfPLig = 12�R2 e �2S200 log(10)2 Z R0 Z 2�0 Gi(r; �)((rsin(�)�Bxi)2+(rsin(�)�Byi)2)��2 rd�dr(3.20)The mean for the path-loss exponent of 4 is:EfPLig = e �2S200 log(10)2 25



Z R0 Z 2�0 fGi(r; �)(r2cos2(�) +Bx2i � 2Bxircos(�)+ r2sin2(�) +By2i � 2Byirsin(�))�2grdrd� (3.21)= e �2S200 log(10)2 Z 2�0 Z R0 Gi(r; �) r(r2 +B2i � 2Bircos(� � #))2d�dr(3.22)No closed form solution exists for the above integral. The average power loss canbe found instead using numerical methods.The actual interference experienced at the mobile will also depend on the direc-tional gain of transmission beamforming, which will depend on the location of mobileswithin each of the interfering cells. In the next chapter, numerical integration resultsare provided to examine this interference in various scenarios.3.4.2 Downlink Intra-cell Interference due to Local Scatter-ersAt a particular frequency, the RMS delay spread is assumed to be constant. Thee�ect of RMS delay on the interference created is chip-rate dependent. As the chiprate increases, more of the scatterers will be more than one chip period away fromthe dominant path. Therefore, the interference created by local scatterers will alsoincrease.To be consistent with observations of experimental data [35], we model the powerspread as exponentially distributed. If the RMS delay spread is �� , and P (� ) denotesthe power received at that delay, expressed as a fraction of the dominant path energy.26



The distribution of the power is then:P (� ) = 8>>><>>>: e� �22�2� if � � 00 if � < 0 (3.23)With the use of orthogonal codes for downlink channel, the transmitted signalsfor each user have zero cross correlation. If shifted versions of signals are createdby multipath are no longer orthogonal [33], and square transmission pulses are usedto modulate orthogonal PN sequences, then the cross correlation energy betweendi�erent orthogonal codes can be expressed as [10] [33],Emultipath(� ) = V arfci(t)cj(t� � )g (3.24)= 8>>><>>>: �2T 2c for j� j � Tc1 otherwise (3.25)where Tc is the chip period, and ci(t) is the PN code the ith user.Therefore, as the multipath delay exceeds the chip period, the interference causedby the multipath component is identical to the multipath interference experiencedwhen using non-orthogonal PN sequences. The interference energy as a function ofmultipath delay � is, using (3.23) and (3.25)PI (� ) = 8>>>>>>>><>>>>>>>>: P (� ) �2T 2c for � 2 [0,Tc]P (� ) for � > Tc0 for � < 0 (3.26)where Tc is the chip rate.In Fig. 3.2, the intra-cell interference power as a fraction of the dominant pathpower, is plotted as a function of RMS delay for three di�erent chip rates. The use27
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Figure 3.2: Intra-cell interference power as a function of RMS delay for three chiprates. 28



of orthogonal codes can reduce the local scattering interference to nearly zero if theRMS delay is small (less than 0.5�s). As the RMS delay, �� increases, the intra cellinterference increases.The RMS delay parameter is di�erent for various environments and frequencies.In [35], for 910MHz in urban areas, the RMS delay spread, �� , has an average value of1.3�s, and typically, the RMS delay spread increases for higher frequencies. Assumingthe same value of 1.3�s in our simulations and analysis, this will yield an intra-cellinterference power of approximately 0.7 to 1.4 times the direct path power (for chiprates of 1.2288MHz to 6.1140MHz).These results on the e�ect of local scattering on intracell interference will be usedthroughout the analysis of downlink performance. We note that the inclusion ofintracell interference increases the accuracy of our results.3.4.3 Recursive Estimator using Kalman FilterAssuming that the channel response vector (CRV) is approximately constant overa su�ciently short period of time, we can formulate the CRV estimation problemrecursively using a Kalman �lter. First, we observe that Equation (3.10) correspondsto the output equation for the Kalman �lter. The constant CRV assumption is validwhen the chip rate is very high compared to the fading rate. For a cell with N usersand M antenna elements at the base station, the state and output equations for user29



k, at time n, are, respectively,ak(n + 1) = F(n)ak(n) +G(n)U(n) (3.27)yk(n) = h(n)ak(n) + Vk(n) (3.28)where F(n) = IN�N (3.29)U(n) � N(0; �2DIN�N ) (3.30)G(n) = IN�N (3.31)h(n) = xT (n) (3.32)V (n) � N(0; V arfIkg+ �2t ) (3.33)where IN�N is the identity matrix of size N �N and �2t is the additive thermal noisepower, �2D represent changes in the CRV ak between samples due to a changes inmobile position. The notation N(�; �2) represents a normal distribution with mean� and variance �2. The quantity h(n) is a row vector. In (3.27), It is assumed thetemporal changes in the CRV are completely random and independent of the CRVitself. The change is modeled as an additive white gaussian noise with variance �2D.Interference noise is modeled as a Gaussian-distributed random variable with zeromean and variance Ik. The goal is to estimate the state ak of the above discrete-timelinear dynamic system for each user.If the received signal yk(n) is fed back to the base station, the base station canuse yk(n) together with the knowledge of the transmitted signal to estimate the CRVak for the kth user without the need for any additional processing at the mobile.30



The solution to the above standard state estimation problem is as follows, [32]:ak(n) = ak(n � 1) +K(n)(yk � h(n)ak(n � 1)) (3.34)where the gain matrix,K(n) = �njn�1h(n)�[h(n)�njn�1h(n)� + V arfIig+ �2t ]�1 (3.35)and state covariance matrix, �njn�1, at time n given measurements is found usingthe recursions, �njn = �njn�1 �K(n)h(n)�njn�1 (3.36)�njn�1 = �n�1jn�1 + �2DIN�N (3.37)Using the (3.34)-(3.37), we can estimate the CRV recursively. The dynamicalmodel above accommodates slow changes in the CRV, which would arise in time-varying mobile channel.An important advantage in implementing the CRV estimator using the abovealgorithm is its e�cient use of computational resources. As each new sample isreceived, the innovations information present in the new sample is used to generate abetter estimate of the CRV. The measurement at time n can be written as the estimateof the measurement based on previous observations plus some new information term,�n, yk(n) = ŷkjk�1(n) + �n (3.38)It can be shown [32], the new information, �n in each new measurement is independentof the previous samples. In the implementation of the algorithm, the base station31



requires memory to track the transmitted signal trajectory. Since only one vectorneeds to be stored for each time period, this memory requirement is low. This savingscan be signi�cant considering that a separate CRV estimator is required for eachmobile in the cell.3.4.4 Batch Processing using a Least-Squares MethodWe can alternatively solve for the CRV by stacking L scalar measurements of the re-ceived signal for a particular user i at time n, yi(n), to form a matrix-vector equation.The transmitted base station signal vector at time n is xT (n),Yi(n) = 266666666666664 yi(n+ 1� L)yi(n+ 2� L)...yi(n) 377777777777775 (3.39)= X(n)ai +Ni (3.40)= 266666666666664 xT (n+ 1� L)xT (n+ 2� L)...xT (n) 377777777777775ai + 266666666666664 �i(n+ 1 � L)�i(n� L)...�i(n) 377777777777775 (3.41)where the �i(n) is the measurement noise for the measurement at time n, and xT (n) isa M�1 vector of transmitted signals from the base station withM antenna elements.For the downlink, the transmitted signal from the base station, xT (n), is common toall users. 32



The CRV can be estimated by solving the above equation for ai. In order to solvefor the CRV, the matrix X(n) must be of full column rank. A necessary condition isthat L must be greater than or equal to the number of antennas M . In practice, toobtain an accurate estimate of ai (with the associated desirable asymptotic propertieswhen L is large), L must be signi�cantly larger than M.For the full rank case, the least-squares solution for ai in (3.41) is well known.The estimated CRV at time n for the ith user is,âi(n) = (X(n)TX(n))�1X(n)TYi(n) (3.42)Computationally, the recursive estimator using the Kalman �lter is more e�cient,[32]. The increased computational complexity would make real-time implementationof batch processing more di�cult. Another disadvantage of this batch processingmethod is that the model does not take into account changes in the CRV between thesamples. Therefore, the estimate does not track changes in the CRV if it is changingslowly. Therefore, estimators based on a dynamical model, such as introduced insubsection 3.4.3, would be more desirable in situations where CRV may be changingslowly.3.5 Power AssignmentIn the previous section, a channel model was developed for the downlink channel.A channel estimator was also proposed based on the Kalman �lter. The knowledge33



of CRV for each user at the base station allows the base station to exploit spatialdiversity to achieve a signi�cant increase in SNR performance.In this section, a power assignment algorithm based on [51] is extended to allow formultiple qualities of services (QoS). Using the power assignment algorithm combinedwith standard maximum SNR beamforming practices, a gain in SNR performancecan be achieved.Assuming we have a set of normalized beamforming weights, vj, for user j in thecell for all 1 � j � N , we can assign a power level to each user such that the signal-to-interference plus noise ratio (SINR) at each user is the same as when there is nointer-cell interference. It has been proven that the SINR should be equalized for allusers in the cell is to maximize the minimum SINR [51]. Intuitively, if the SINRs arenot equal for all users, there would exist at least one user with a higher SINR than theuser with the lowest SINR. The power to the user with higher SINR can therefore bereduced for the user with higher SINR, thereby decreasing the interference for otherusers, thereby raising the minimum SINR for the cell.For the base station, we assume that only the CRVs from users within the cell areknown. Therefore, we will solve the problem of maximizing minimum SINR for thesingle-cell situation, and later apply the result to the realistic situation of multiplecells.For practical systems applications, the total power transmitted by the base stationis limited. Therefore, the formulation for the problem of maximizing the minimum34



SINR can be formulated as the following optimization problem:maximize SINR0 such that NXi=1 k2i = P (3.43)where k2i is the assigned power for user i. The power k2i will be determined by analgorithm to allocate a portion of total base station power such that after path-loss�i and directional gain of the antenna, the e�ective SINR will be optimized for theith user. In (3.43) SINR0 is de�ned as,SINR0 = kaTi vik2k2iR�1iPNj=1;j 6=i kaTi vjk2k2j + �2t R0W (3.44)where Ri is the relative quality of service (QoS) for mobile user i, and R0 is the basequality of service level. Vector ai denotes the CRV for the path from the base stationto mobile i. Here, we have taken into account the situation where di�erent servicesshare the same frequency band and time slots. A quality of service is achieved byweighing each user's SINR.To ensure a certain level of service, the SINR at a particular mobile site mustbe above a certain level threshold for that service. In environments where severaldi�erent levels of services are available, the desired SNR level for each service may bea multiple of some base level of service. To provide for di�erent service, a di�erentSINR is necessary for each service. Services that require higher SINR, therefore willbe provided with more power.The solution to the above problem is solved by [51] for the case where all usershave the same service. To solve this with di�erent levels of services available, wegeneralize the procedure outlined in [51].35



From equations (3.43) and (3.44), we generalize [51] for multiple rates of serviceas follows: �rst we rearrange the (3.44) as follows:k2iRi = SINR0WR0 NXj=1;j 6=i kaTi vjk2k2jkaTi vik2 + �2kaTi vik2 (3.45)= SINR0WR0Rig(i)Tk+ % (3.46)where g(i) is an N-element vector of normalized dot (scalar) products between thevectors ai and vj. Vector k is a column vector with elements ki.g(i)j = 8>>><>>>: kaTi vjk2kaTi vik2 j = 1 : : : N; i 6= j0 i = j (3.47)g(i) = [g(i)1; g(i)2; � � � ; g(i)N ]T (3.48)k = [k1; k2; : : : ; kN ]T (3.49)% = " �2kaT1 v1k2 ; � � � �2kaTNvNk2# (3.50)where g(i)j denotes the jth element of the vector g(i).At this point, we de�ne a vector denoting the known target QoS for each user isas, s = [R1; R2; : : : ; RN ]T (3.51)We express the equations (3.43) and (3.46) in matrix form, as:Cy = SINR0By (3.52)Dy = C�1By = 1SINR0y (3.53)36



where, y = [k 1] (3.54)& = [R�11 R�12 : : : R�1N ] (3.55)S = 2666666664 R10 . . . 0RN 3777777775 (3.56)C = 26664 S�1 0N�111�N �P 37775 (3.57)11�N = [ Nz }| {1; 1; � � � ; 1] (3.58)G = 266666666666664 g(1)g(2)...g(N) 377777777777775 (3.59)B = 26664 G %01�N 0 37775 (3.60)D = 26664 SG sT%(&T )G %T s=P 37775 (3.61)In (3.57) and (3.61), P is de�ned as in (3.43) as the total power available to the basestation transmitter.The solution to maximizing the minimum SINR is the eigenvector of D in (3.53)corresponding to the largest eigenvalue. The eigenvector of D must be scaled so37



that the last element is one. The largest eigenvalue will be the inverse of the lowestachievable SINR. It was proven by Yang and Xu in [51] that the largest eigenvalueis positive, and the elements of the scaled eigenvector are all non-negative. We haveveri�ed the proof given in [51].3.6 Directional Beamforming Vector for the Down-link ChannelTo apply the power allocation algorithm described in the previous section, we mustdetermine a set of directional beamforming weight vectors. There are two obviouscandidate methods to estimate a set of directional beamforming weight vectors. First,we can use the conjugate of the CRV corresponding to the desired user correspondingto maximum SNR beamforming (or max-SNR) [30]. Alternatively, we could use aform of Capon's Minimum Variance Estimator (MV), also known as the maximumSINR beamforming (max-SINR) [30].Maximum SNR beamforming maximizes the energy transmitted to the desireduser, for a �xed transmission power. For maximum SINR beamforming, the energytransmitted to the desired user is maximized while intra-cell interference energy isminimized. The intra-cell SINR in a multi-user environment ignoring inter-cell inter-ference can be expressed as,SINRintracell = kw�i aikw�i PNk=1k 6=i aka�kwi + �2t (3.62)38



where �t is the variance of the thermal noise.Assuming the system is interference limited, to maximize SINR, we are seekingto minimize the total received power while holding the desired user's power constant.The max-SINR beamformer for the ith user, wi can be formulated as follows,minimizewi w�i NXk=1 aka�kwi such that kw�i aik = 1 (3.63)The solution, wi, is given in [6],wi = �PNk=1 aka�k��1 aia�i �PNk=1 aka�k��1 ai (3.64)If the number of users is less than the number of antenna elements, PNk=1 aka�k canbe ill-conditioned. When the term is ill-conditioned, a psuedo-inverse operation mustbe performed in place of the inverse operation.3.7 Algorithm SummaryIn this chapter, a three-part algorithm was presented to perform the CRV-basedpower control for the downlink with multiple antenna elements at the base station.The steps in the algorithm are summarized in this section.First, the base station stores the transmitted signal x(n) at time n. The kth userfeeds the received scalar signal, yk(n), back to the mobile. At the base station, theCRV, ak(n), is estimated using a Kalman �lter based algorithm from the fed-backsignal and stored transmitted signal. The recursions are,ak(n) = ak(n � 1) +K(n)(yk � h(n)ak(n � 1)) (3.65)39



K(n) = �njn�1h(n)�[h(n)�njn�1h(n)� + V arfIig+ �2t ]�1 (3.66)the state covariance matrix, �njn�1, are given as,�njn = �njn�1 �K(n)h(n)�njn�1 (3.67)�njn�1 = �n�1jn�1 + �2DIN�N (3.68)With the knowledge of the CRV for all N users, ai (1 � i � N) we can �nda directional beamforming weight vector for each user i, wi. Two methods wereproposed for �nding a suitable directional beamforming weight vector. For user i, wecan either use its CRV, ai, as the beamforming weight vector,wi = ai (3.69)Alternatively, we can the use maximum SINR method,wi = ( NXk=1 aka�k)�1ai (3.70)Once we have the directional beamforming weight vectors, we can normalize them,vi = wikwik2 (3.71)Then, we can �nd the power allocation for each user that will result in the maximizethe minimum guaranteed SINR by �nding the eigenvector of D corresponding to thelargest eigenvalue. The (N + 1)� (N + 1) matrix D is de�ned as,D = 26664 SG sT%(&T )G %Ts=P 37775 (3.72)40



where S = 2666666664 R10 . . . 0RN 3777777775 (3.73)G = 266666666666664 g(1)g(2)...g(N) 377777777777775 (3.74)11�N = [ Nz }| {1; 1; � � � ; 1] (3.75)s = [R1; R2; : : : ; RN ]T (3.76)g(i) = [g(i)1; g(i)2; � � � ; g(i)N ]T (3.77)% = " �2kaT1 v1k2 ; � � � �2kaTNvNk2# (3.78)g(i)j = 8>>><>>>: kaTi bjk2kaTi bik2 j = 1 : : : N; i 6= j0 i = j (3.79)The eigenvector ofD which corresponds to the largest eigenvalue is a N+1 elementvector. If the last element of the eigenvector is normalized to one, then the �rst Nelements will correspond to the power allocation for each user i (1 � i � N).
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3.8 SummaryIn this chapter, a model of the downlink synchronous CDMA channel is presented.In this model, we take into account the following e�ects:� E�ects of path-loss and shadowing.� Multi-cell interference caused by asynchronous reception from base stations foradjacent cells.� Intra-cell interference caused by delay spread within the cell resulting in asyn-chronous reception of multipath signals.A algorithm is presented to perform downlink beamforming in three steps:1) Channel estimation using feedback from each user with no pilot signal2) Generation of directional beamforming weights for each user3) Jointly allocate Power to each user to maximize the minimum guaranteed SINRTo estimate the CRV for a dynamic channel, a recursive and a batch processingalgorithms are presented. Using the CRV from the channel estimator, a beamformingalgorithm is presented using the CRV for generating directional beamforming weights.A power allocation algorithm is presented for allocating power to each user. Thealgorithm allows the base station to perform downlink beamforming with minimalcomputational resources at the mobile station. With downlink beamforming, thebase station can utilize spatial diversity to improve the SNR for each user.42



Chapter 4Numerical and Simulation Results onCDMA downlink4.1 IntroductionThere have been previous studies on optimizing the beamforming weights for base sta-tion antenna arrays in the uplink on per-user basis, such as by Naguib, Paulraj andKailath in [23] [24], but there have been considerably fewer studies on the improve-ments due beamforming and power allocation for the downlink channel. In CDMA,the cell base station broadcasts information to all mobiles at the same time. Assum-ing that the mobiles are all far enough away from the array and there is negligiblescattering, the signal wavefront is approximately planar. With an antenna array, byadjusting the phase of the each antenna element carefully, we can ensure that the43



desired user will receive the signal coherently at the direction of desired mobile lo-cation, and incoherently elsewhere. The antenna gain at each spatial location is afunction of the angle between mobile and base station and the beamforming weights.Therefore, spatial diversity allows the base station to transmit signals weighted insuch a manner to minimize the signal gain over most angles while maximizing thesignal in the desired direction.In this chapter, performance of the CRV-based power control algorithm presentedin Chapter 3 is studied through numerical methods and simulation. First, the per-formance of the recursive CRV estimator is studied through both simulation and asimpli�ed analysis in a multi-cell, multi-user environment as a function of the numberof antenna elements at the base station.Also, the uncoded SINR performance is studied using Monte Carlo integration[28], with inter-cell interference in a synchronous CDMA system. The uncoded SINRis calculated as the ratio of signal power divided by total interference and noise power.The performance is evaluated for a multi-cell, multi-user environment. In each MonteCarlo integration, 500 di�erent scenarios are generated.For Monte Carlo integration [28], the path-loss and shadowing coe�cients are 4and 8 dB, respectively as presented earlier in section 3.4.2.In our simulations, we assume we have a direct or dominant path. The multipathcomponents of the signal are due to local scattering along the direct or dominant path.The resulting intra-cell interference is 0.3 times the direct path power, corresponding44



to a 0.8 �s RMS delay spread.To simulate a realistic mobile environment, interfering base stations are presentsurrounding the central cell in two tiers, [14]. Each interfering cell contains the samenumber of mobiles as the center cell, and employs the same beamforming algorithm.The results are presented for 3 to 33 continuously transmitting users per cell. Theusers are uniformly distributed in the cell, and there CRV is assumed to be constant.4.2 Performance of the Kalman FilterSince the dynamical model of the CRV as given in Equations (3.27) (3.28) is linear,time-invariant, and asymptotically stable, the state estimate approaches a steadystate value. Since the Kalman �lter approaches a steady state, the estimation errorshould approach �1j1 [32]. The steady state covariance matrix can be calculated inclosed-form for the case of a single antenna, but the expression is more complicated asthe number of antenna elements increases. For scenarios where the number of antennaelements is greater than one, the measurement update equation (3.36) becomes adiscrete-time Riccati equation as n goes to in�nity. The steady state covariancematrix can be solved using numerical solutions to the discrete-time Riccati equation.For the single antenna case, the theoretical steady state error for the CRV (whichcontains only the attenuation experienced for a particular user) is the same as thescalar version of the Kalman �lter minimummean squared error (MMSE) which can45



be calculated as [32]:MMSEtheoretical(CRV ) = 12(�4D + 4�2D(EfIig+ �2t ))1=2 + �2D (4.1)Ii is de�ned in (3.3). For one antenna, the base station signal is omni-directional, i.e.,Gi(r; �) = 1. We repeat (3.3) below for future reference.Ii = k l=LXl=2 a�i;l;1x1(t� �i;l;1) + k=KXk=2 l=LXl=1 a�i;l;kxk(t� �i;l;k)k2 (4.2)To �nd the average interference from other base stations, we assume that the totalpower transmitted for each base station is the same. The attenuation experienced bythe signal from the ith base station can be evaluated using (3.22), which is repeatedbelow:EfPLig = e �2S200 log(10)2 Z 2�0 Z R0 Gi(r; �) r(r2 +B2i � 2Bircos(� � #))2d�dr (4.3)If there is more than one antenna at the base station, the actual calculation ofIi in (4.2) becomes di�cult. If we assume that no beamforming is performed at thebase station, and the interference power is dependent only on the distance betweenmobile and interfering base stations only, we can �nd the steady state error for theestimator. The steady state error variance, �1j1 can be calculated as the solution ofthe following discrete time algebraic Riccati equation [3]:�1j1 = �1j1�2DIN�N � (�1j1 + �2DIN�N )H�(n)[H(n)(�1j1 + �2DIN�N )H�(n) + It + �2t ]�1H(n)(�1j1 + �2DIN�N) (4.4)46



The above equation can be used to quantify the e�ect of increasing the numberof antenna elements in the antenna array on the steady state estimation error. Wecan solve (4.4) numerically, and express the result as a percentage of the expectedmagnitude of the CRV, if �2D is given. In the following, we will calculate the MMSEfor several di�erent values of �2DFor the variance of the CRV, �2D, of 0:01% of the magnitude of the CRV persample, we obtain Table 4.1.Number of Elements MMSEtheoretical1 0:0011%3 0:0110%5 0:0211%7 0:0311%Table 4.1: Theoretical Steady State Variance for estimating CRV (with CRV changingwith a variance of 0.01% of the norm of the CRV from one sample to the next) .For larger values, e.g. for �2D equal to 1% of the norm of the CRV, the theoreticalvalues are shown in Table 4.2.By increasing the number of elements in the array, the thermal noise is increased.Therefore, degradation in the steady state variance of the estimator should be ex-pected. 47



Number of Elements MMSEtheoretical1 1:59%3 2:38%5 3:04%7 4:22%Table 4.2: Theoretical Steady State Variance for estimating CRV (with CRV changingwith variance of 1% of the norm of the CRV from one sample to the next) .To test the performance of the Kalman �lter, simulations were performed in an en-vironment with 20 continuously transmitting users per base station and 18 interferingbase stations. We consider the performance in a generic synchronous CDMA system.For the purpose of the simulation, we assume that no multipath exists. Twenty mo-biles are placed randomly (spatially uniformly distributed) in the center cell. Thenormalized CRV for each mobile in the center cell is generated using the ideal arrayresponse for a circular array with inter-element spacing of half a wavelength plus anormally distributed random variable with zero mean and the variance equal to tenpercent of the magnitude of the CRV. The antenna elements are assumed to be withinthe same plane as the mobiles, i.e. zero elevations is assumed. The magnitude of CRVis determined by multiplying the normalized CRV by the path-loss factor, with � equalto 4, and shadowing variance �2S equal to 8 dB. In our simulations, we assume thefeedback is achieved through a separate channel, and in the scope of this chapter, weassume an error-free feedback channel. The received amplitude at the mobile is fed48



back to the base station during the next sample period, and the estimated CRV isupdated. The feedback delay in the system is one sample. Therefore, each sampleperiod corresponds to the feedback period. Beamforming is performed digitally atthe base station using a maximum SNR beamforming method as presented in Section3.6.The estimation error of the Kalman �lter as a function of number of feedbacksamples received, assuming the CRV experiences no drift, are shown in Fig. 4.1.From Fig. 4.1, several observations can be made. The estimation error for aparticular number of samples received increases as the number of antenna elementsis increased. One explanation for higher estimation error when using more antennaelements may be due to the fact that more parameters are estimated. Therefore moredata samples are needed to estimate the parameters to the same degree of accuracy.Since the CRV for each user is not changing between samples (�2D = 0), the steadystate MMSE goes to zero as the number of samples goes to in�nity.In Fig. 4.2, we observe the scenario where the CRV is a�ected by an additivechange modeled by a random variable with variance equal to 0.01% of the expectednorm of the CRV between each sample. Since the CRV is changing between samples,the estimated CRV no long converge to the actual CRV. The observed steady stateresults from simulation are better than the theoretical values shown in Table 4.3. Inthe theoretical results, we assume that no beamforming is performed at interferingbase stations so the state error can be solved by solving the corresponding digital49
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Riccati equations. Since beamforming is performed at all interfering base stations,the inter-cell interference experience at the mobile will be less than if no beamformingis performed (as assumed in calculations MMSEtheoretical).Number of Elements MMSEtheoretical Experimental1 0:0011% 0:0012%3 0:0110% 0:008%5 0:0211% 0:015%7 0:0311% 0:021%Table 4.3: Comparison of analytical and simulated steady-state variance for estimat-ing CRV (with �2D 0.01% of the norm of the CRV) .For a scenario where the CRV is changing signi�cantly between samples, we modelthe change in CRV by an additive guassian distributed random variable with varianceequal to 1% of the norm of the CRV. The theoretical and experimental results areshown in Table 4.4.This section has illustrated the existence of an e�ective method for the estimationof CRV. The steady state estimation error for the estimator is shown to be smallcompared to the magnitude of the CRV.
52



0 10 20 30 40 50 60
−6

−4

−2

0

2

4

6

8

Time (# of samples)

S
IN

R
 (

dB
)

SINR vs Time for 5 antennas, one trial, using Kalman Filter

Figure 4.3: Sample paths of the SINRs for the 20 users in the cell are plotted. Theminimum SINR improves over time as Kalman Filter reaches a steady-state.53



Number of Elements MMSEtheoretical Experimental1 1:59% 1:2928%3 2:38% 2:0829%5 3:04% 2:6132%7 4:22% 3:6922%Table 4.4: Comparison of analytical and simulated steady-state variance for estimat-ing CRV (with �2D 1% of the norm of the CRV).4.3 E�ect of CRV estimation error on MaximumSNR BeamformingAs can been seen from the results presented, small errors exist in the steady statefor a Kalman �lter based CRV estimator. The reason for the small amount of errorat steady state is due to changes in CRV over time. In this section, we will studythe e�ects of this steady state error on the SINR for base stations employing antennaarrays and beamforming.For maximum-SNR beamforming, the weight vector used for beamforming is thecomplex conjugate of the CRV [30]. Without loss of generality, we can examine thee�ect of a small steady state error on the output of the beamformer for the ith user.We suppose that the CRV for the ith user is ai, and that the beamforming weight54



for the user is wi. The ideal output power should be:jwTi aij = ja�iaij (4.5)If there is an error in the estimated CRV, âi, then the beamform weight vectorwill be the complex conjugate of the estimated CRV instead of the complex conjugateof the actual CRV. The resulting output power would be:jwTi aij = jâ�iaij (4.6)The Euclidean norm of the di�erence between using the perfect CRV and the CRVestimate is: jâ�iai � a�iaij = j(â�i � a�i )aij (4.7)� kâi � aikkaik (4.8)= �CRV kaikkaik (4.9)= �CRV kaik2 (4.10)where �CRV is the relative error of the CRV estimate. In (4.8), we use the Schwarzinequality to bound the error. Therefore, the relative error between the ideal outputpower and the output power using an estimated CRV is bounded by the relativeerror of the CRV estimate. The maximum power loss is small if the error is small.The SINR loss due to maximum SNR beamforming using an estimated CRV can bequanti�ed using values in Table 4.5 as:For CRV changes of 1% between samples, the corresponding SINR loss is tabulatedin 4.6 as, 55



Number of Elements MMSEtheoretical Experimental1 �0:0048dB �0:0052dB3 �0:0480dB �0:0349dB5 �0:0922dB �0:0656dB7 �0:1372dB �0:0922dBTable 4.5: Theoretical and simulated steady-state power loss due to estimation errorwith CRV changing 0.01% between sample .The use of maximum SINR beamforming method is much more di�cult and be-yond the scope of this thesis. However results presented in Sections 4.5 suggest thatthe use of maximum SNR beamforming method is superior to maximum SINR beam-forming.We conclude that the use of an estimated CRV as the basis for beamforming willresult in a small loss compared to the use of the actual CRV for beamforming. In thenext few sections, we will study the SINR performance of downlink beamforming invarious multi-cell scenarios, assuming perfect CRV estimation.4.4 Performance with Mixed Qualities of ServiceThe performance metric presented in the subsequent sections will be the uncodedSINR. The SINR after despreading will be multiplied by the processing gain [33].In our study of multi-cell downlink performance, we assume a relative interference56



Number of Elements MMSEtheoretical Experimental1 �0:0696dB �0:0565dB3 �0:1046dB �0:0914dB5 �0:1341dB �0:1150dB7 �0:1873dB �0:1634dBTable 4.6: Theoretical and simulated steady-state power loss due to estimation errorwith CRV changing 1% between sample .level due to delay spread of 0.3, corresponding to a delay spread of 0.8�s for a chipfrequency of 1.2288MHz, or 0.4�s for chip frequency of 6.144MHz.If there are several levels of service, the desired SINR levels would be higher forcertain services than for others, and power allocation algorithms must provide morepower to users using services requiring a higher quality of service.To test the performance in an environment with two levels of service, i.e., whereusers have a choice of two levels of target SINR, the higher level service will beallocated twice as much power relative to the lower level of service. Therefore theQoS factor for the higher level of service is two, and the lower level of service has afactor of one. The resulting SINR is scaled by the level of service and plotted versesthe percentage of users requiring the higher level of service.In the simulations, the sum of the QoS factors for all mobiles remain constant. Ifa greater proportion of users use the higher level of service, the total number of users57



decreases. The simulation results are shown in Fig. 4.4. The �gure shows that theweighted SINR remains constant even though more users are using the higher qualityservice, as long as the overall SINR remains constant. The weighted SINR for user iusing service R1 as de�ned in (3.51) is calculated as in (4.11).Weighted SINR for user i = SINRiRi (4.11)The simulation results suggest, the overall weighted SINR will not degrade evenif multiple levels of service is used.4.5 Comparing Maximum SINR andMaximum SNRBeamforming TechniquesAssuming that mobiles are uniformly distributed within a cell, we can �nd the ex-pected SINR performance by using Monte Carlo integration [28]. The expected SINRperformance of maximumSINR and maximumSNR beamforming techniques are com-pared through the Monte Carlo integrator. The di�erence between maximum SINRand maximum SNR beamforming techniques in terms of SINR can be seen in Figure4.5 and Figure 4.6 for the cases of three and �ve antenna elements, respectively.For maximum SNR beamforming, no assumptions concerning spatial locationsof interfering mobiles are made. In contrast, for maximum SINR beamforming, thespatial locations of intra-cell interferers are assumed known. However, we assume58
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that maximum SINR beamforming does not take into account interference that af-fects neighboring cells. For these de�nitions of maximum SNR and maximum SINRbeamforming, the results (Figure 4.5 and Figure 4.6) show that maximumSNR beam-forming outperforms maximum SINR beamforming. The result suggests that maxi-mumSINR beamforming, which ignores intercellMAI, performs worse than maximumSNR beamforming when the number of users is greater than �ve. Theoretically, as thenumber of uniformly distributed users becomes very large, the maximumSINR beam-former will converge to the maximum SNR beamformer, because the term PNk=1 aka�kwill approach the identity matrix. For �ve antenna elements, with 100 continuouslytransmitting users, o�-diagonal terms of PNk=1 aka�k are still 20% of the values ofdiagonal terms. Therefore, in order for maximum SINR beamforming to approachmaximum SNR beamforming, the number of users in cell needs to be very large.The superiority of the maximumSINR method for the case of fewer than �ve usersin Figure 4.5 and Figure 4.6 may be due to the fact that maximum SINR methodscreate nulls in certain directions when the number of interferers is small. This cancause a system realization where the SINR can be very high. As the number of usersincreases, this nulling e�ect disappears resulting in a performance as shown in Figures4.5 and 4.6.
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4.6 E�ect of Coverage on SINR performanceMobile service providers need to provide the best possible service with the least cost.It is often useful to examine the trade o� between increased base station densityand performance. Higher base station density increases the service quality, but costsservice providers more due to the cost of having more base stations. To study thee�ect of changing the cell radius, we �x the total power transmitted. Therefore, weassume that the total power transmitted per unit area is �xed.Uncoded SINR performance is evaluated as a function of cell radius and base-station density. The results are plotted in Figures 4.7 to 4.10 for two scenarios, onewith a 3 element circular array, one with a 5 element circular array. From Figures4.7 and 4.8, as the base density increases, the SINR performance also improves.Another way to characterize the area coverage is in terms of cell radius. Figures4.9 and 4.10 show corresponding results to Figures 4.7 and 4.8 in terms of cell radiusrather than base station density.The �gures also show that by using antenna arrays, we can increase the cell radius(i.e. reduced base-station density), and still achieve the same SINR performance, asin the case of a single antenna with a smaller cell radius.For example, from Figure 4.7 to achieve -5dB of pre-despreading SINR, a basestation density of 1.7/1km2 for one antenna element, 0.7/1km2 for three elements,and 0.4 base stations per 1km2 for �ve elements is required. Similarly, from Figure4.9, to achieve a -5dB SINR, the cell sizes are, 800m for one antenna, 1200m for three63



antennas and 1500m for �ve antennas.4.7 SummaryIn this chapter, performance results of the channel estimator are presented, and thee�ects of steady state MMSE on system performance were studied. Using the CRV-based power control algorithm presented in Chapter 3, we studied the SINR perfor-mance as a function of the number of users, the beamforming method, the cell densityand the cell radius. The results show that by using the proposed CRV-based powercontrol algorithm for downlink power control and beamforming, we can increase thecapacity and coverage, and decrease base station density. The results also show thathaving multiple cellular service levels available does not decrease the overall weightedSINR of the cell.
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Chapter 5Sequential Detection of Uplink Signals inWideband CDMA MultipathEnvironment5.1 IntroductionThe use of wideband CDMA has been proposed for applications such as multimediathat require high bandwidth. To achieve these higher data rates, wideband CDMAuses higher chip rates. An increased chip rate means a reduced chip period. There-fore, many multipath components would be separated by more than one chip period,meaning that more resolvable paths are available for the receiver [50].In CDMA environments where multipath propagation exists, RAKE receivers areoften used to combat multipath interference [1] [33]. RAKE receivers increase theSNR by combining multipath components.69



In wideband CDMA, a multipath component that travels an extra 100 meters willresult in a delay of 333 ns, translating to a delay of 0.373 chips for the IS-95 chiprate, 1.67 chips for 5 Mcps chip rate and 5 chips for a 15 Mcps chip rate. Therefore,in wideband CDMA, the multipath delays are spread out over a larger number ofchip periods than in IS-95 systems. Increasing the chip rate reduces the chip period,so small variations in the relative delays of multipaths could change the multipathdelay parameters by several chips. As a result of the larger delay spread, the receivedsignal must be correlated with many possible shifts in PN sequence with a resolutionof a chip period or less over a large interval [49]. If the search space is signi�cantlylarger than the number of strong multipaths, the majority of the path delays will notyield signi�cant energy. Therefore, if we can reduce the amount of computation usedfor obtaining multipath parameters which do not contain any signal, a faster receiverimplementation may be realized.Due to the spatial separation of users, coherent antenna array signal processingat the base station can be used to reduce multiple access interference and increaseperformance and capacity. Two-dimensional (spatial-temporal) RAKE receivers havebeen proposed to allow beamforming and combining of multipath components fromdi�erent angles and delays [23]. With a mechanism to estimate a set of weights thatdi�erentiates signals based on channel response vectors (CRVs), a 2-D RAKE receivercan be implemented using a two-dimensional search through time and space. We referthis as a full-search 2-D RAKE receiver.In the following sections, we propose an alternative receiver structure that forms70



hypotheses that multipath components exist for each possible delay and CRV. Asequential hypothesis testing algorithm is used to reject delay/CRV parameter pairsthat have a low probability of containing a signal. By rejecting parameters that havea low probability of containing a signal at an early stage, we can decrease the totalnumber of calculations to be performed.In traditional RAKE implementations, the number of RAKE �ngers is �xed. Forthe proposed implementation, the total number of RAKE �ngers varies dependingon the time-varying propagation characteristics of the channel. The objective is toinclude all parameters that have a high probability of containing a signal in the RAKEcombiner.5.2 BackgroundIn CDMA systems, multipath components have the property that the delayed versionsof a signal are mutually uncorrelated as long as the relative delay is greater than onechip period. This is due to the statistical properties of PN sequences that modulatethe transmitted signal. Therefore, if an antenna array is employed, we can processeach delayed signal separately if we know the correct delay, amplitude and CRV [29].5.2.1 Multipath Parameter Estimation for DS-CDMA SignalsOne method to determine the delay, amplitude, and CRV is to enumerate the set ofall possible parameters, and search the parameter space for space-time parameters71



that minimize the distance between an ideal reference signal and the received signal.A priori information on the number of multipaths is often assumed known. Thesearch can be done in both the frequency and time domains [48] [36]. Methods usingfrequency domain analysis require high SNR. When there are multiple users, theinterference power will be high, reducing the performance of frequency-domain basedleast-squares estimates. If the signal is despread to increase the SNR, multipath signalcomponents will be lost. Frequency domain algorithms usually require a set of weightsto be pre-calculated for creating spatial nonoverlapping sectors via beamforming [48].In general, since the number of simultaneous users present in a CDMA system isgreater than one, frequency-domain processing without eliminating interfering userswill yield poor performance. Time-domain search generally involves decorrelating thereceived signal with all possible shifted versions of the PN sequence, and estimatingthe delays based on the result [49]. The despreading or decorrelation process iscomputationally expensive when the number of possible paths and the number ofusers are large.An alternative method is to treat the problem of estimating the multipath param-eters as a hypothesis testing problem. Assuming that we have an accurate estimateof the number of users in the cell as well as their spreading sequences, we can gener-ate hypotheses for all possible shifts of the PN sequence over a given time interval.The received signal is then used to test these hypotheses. Naguib proposed in his 2-DRAKE the use of a threshold detector after initial beamforming to determine whethera multipath signal exists [23] over each delay period. This is e�ectively a hypothesis72



testing solution. However, we will show that the testing of all possible shifts of PNsequences can be achieved e�ciently through the use of a sequential detection schemeto reduce the computational complexity.5.2.2 Optimum Combining of Multipath SignalsTo optimally combine the received multipath signals, a maximum ratio combiner(MRC) would maximize the output SNR [5]. In MRC, the receiver knows the correctdelay and signal strength of each multipath. The output of the chip-matched �ltercorresponding to a particular delay will be weighted according to its complex signalstrength and all multipath components are summed to generate the decision statistic.An alternative to MRC is the RAKE structure [33]. We can model the e�ectsof a multipath channel as a tapped delay line with statistically independent timevarying tap weights [33]. The RAKE structure �rst performs chip-matched �lteringfor each tap delay and then weights the output of each chip-matched �lter with thesignal strength for that tap. If the channel tap weights are estimated perfectly, thenthe output decision statistic of a RAKE combiner is equivalent to the MRC [33].Therefore, the optimum performing of a RAKE receiver will have the same outputSNR as a MRC.In the RAKE structure, the receiver attempts to collect energy from multipathcomponents that fall within the time interval Tc (See Figure 5.1. It is assumed thateach delay tap will contain some signal energy. Tap correlators containing only noise73
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Figure 5.1: RAKE demodulator for DPSK signals.should not be included in RAKE combining [33]. Each of these taps is often referredto as a �nger of the RAKE receiver. Like MRC, the RAKE structure uses the complexamplitude to weight each �nger.The system block diagram of a realization of the RAKE receiver is shown in Figure5.1.5.3 Uplink Channel ModelIn this section, we consider the multipath uplink channel, including fading and shad-owing e�ects. It is also assumed that perfect power control is used for the generic74



CDMA environment, such that the average power for the dominant path is constant.For the base station, an antenna array is used to allow spatial processing, and forsimplicity, BPSK modulation is assumed. The number of elements in the antennaarray is M .First, consider the signal component from one mobile. The digital baseband trans-mitted signal for ith mobile using PN sequence ~ci(n) can be expressed as:xi(n) = WC(di(n))~ci(n); i = 1; 2; � � � ; N (5.1)where di(n) is the bit transmitted by the mobile and is constant over one symbolperiod, WC(di(n)) is the walsh code corresponding to the data bit di(n), n is thediscrete time index and N is the number of users in the cell. By combining walshcode and the PN sequence into one sequence, we can be write (5.1) as,xi(n) = ci(n); i = 1; 2; � � � ; N (5.2)Assume that the channel memory caused by the e�ects of multipath propagationcan be modeled as an FIR system [22] with a maximum delay spread of Td chips. Wecan write the channel for the ith user as:hi(n) = LXj=1 aij�(n� �ij) (5.3)where the index j represents one of L multipaths experienced by the ith user and �ijis the integer chip time delay for the multipath. It is assumed that L is not known.The received digital signal at the base station with N users, r(n), is:r(n) = NXi=1 LXl=1 a(�il)xi(n� �il) + �(n) (5.4)75



where a(�il) is the CRV of the lth multipath of the ith mobile. The quantity �(n)represents additive white Gaussian noise.5.4 Time Domain Detection of Multipath SignalsTo �nd the multipath delay and path attenuation parameters, most algorithms solvean optimization problem. For time-domain-only RAKE receivers, Liu and Zoltowskiin [22] proposed a method to estimate the optimum weights for a RAKE receiver at aone chip resolution by solving a linear system of NTd equations. When the number ofusers, N , and largest possible delay, Td, are large, the process is very computationallyintensive. In the following approach, we implement the spatial-temporal RAKE wherebeamforming is performed using a pre-generated set of weights.First we describe the detection of multipath signals without beamforming. Thereceived signal after correlation with the PN sequence of the ith mobile with integerdelay �ij of the jth path, is denoted by Zi;j ,Zi;j = GXn=1 r(n)ci(n� �ij) (5.5)= aijdiG + GXn=1 NXk=1 LXl=1k;l6=i;j (akldkck(n� �kl) + v(n)) ci(n� �ij) (5.6)= aijdiG + INij (5.7)where (5.4) is used and where,INij = GXn=1 NXk=1 LXl=1k;l6=i;j (akldkck(n� �kl) + v(n)) ci(n� �ij) (5.8)76



The signal from the ith mobile with shift �j will have a processing gain of G chipsper bit, and interference from other users can be modeled as additive white Gaussianinterference [33]. The correlation statistic Zi;j can be used to test for the presence ofthe signal delayed by jTc seconds from the ith mobile. De�ne Hij as the hypothesisthat there exists a strong path at the jth delay for the ith mobile. Modeling the e�ectsfrom interfering users using a Gaussian approximation [35], we can use the followingdecision rule: Zi;j 8>>><>>>: < aG no signal present� aG signal present (5.9)where the threshold aG will depend on the design criterion and the probability dis-tribution of the interference and noise.If the hypothesis Hij is true, then the correlation statistic Zi;j is directly relatedto the signal strength from the jth path of the ith mobile. Otherwise, we assumethat there is zero signal strength arriving from the jth multipath. In e�ect, a cut-o�is chosen such that only a multipath component with the correlation statistic abovethreshold aG is to be included in the RAKE receiver. A RAKE receiver using athreshold detector is shown in Fig. 5.2.The test statistic Zi;j can belong to one of two mutually exclusive subsets, �0 and�1 of the observation space. LetZi;j 2 �0 if no signal present (5.10)Zi;j 2 �1 if signal present (5.11)77
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Figure 5.2: RAKE receiver with threshold detector.5.4.1 Truncated Sequential Detection of Multipath SignalsA search for a large number of hypotheses where the vast majority contain no signalconsumes signi�cant resources if a full search were to be used. The problem of PNacquisition for narrowband CDMA has been studied by Tantaratana [41], who pro-posed the use of sequential detection for the case of a single antenna. In [41], a designalgorithm for a sequential detector based on Wald's approximation [45] is presented.In [15], a sequential acquisition scheme is shown have a shorter acquisition time thana non-sequential acquisition scheme. Both designs utilize Wald's approximation [45].Wald's approximation uses the union bound to design sequential test thresholds thatguarantee a speci�ed probability of false alarm and probability missed detection. Inthis section we will apply sequential detection using additive noise to model multiuser78



interference.Instead of deciding after G samples whether Zi;j contains a signal or not, a sequen-tial test with a maximum number of stages, G, can be used. De�ne the individualmultiplicative term in the correlation metric at stage k of the test for signal presencein Zi;j as �i;j(k): �i;j(k) = r(k)ci(k � �i;j) (5.12)where r(k) is the received signal and letZi;j = GXk=1�i;j(k) (5.13)If we assume that the interference from other mobiles and multipath interferencecan be modeled as Gaussian, then,�i;j(k) � 8>>><>>>: N (0; �2i;j) if a signal path does not existN (aij; �2i;j) if a signal path exists (5.14)where �2i;j contains both interference and additive thermal noise experienced by thejth path of the ith user. Since the thermal noise and interference are uncorrelated, wehave that �2i;j = V arfINi;jg+ �2t (5.15)where �2t is the additive thermal noise variance.The decision at stage K (1 � K < G) of the test can be written as:KXk=1�i;j(k)8>>><>>>: < bK ) choose H0 and terminate testotherwise ) continue to stage K+1 (5.16)79



At the Gth stage, the test is terminated, i.e. a �nal decision is reached,Zi;j = GXk=1�i;j(k)8>>><>>>: < bG ) choose H0 and terminate testotherwise ) choose H1 and terminate test (5.17)The thresholds bK, 1 � K � G in (5.16) and (5.17) can be determined via themethod in [32]. The design in [32] guarantees that for independent and identicallydistributed samples, as is the case in this problem, a probability of false alarm less ofthan �, and a probability of missed detection of less than � for 1 � K < G. From[32], bK = �1 � ��2 +KEfaijg2 (5.18)In (5.18), � and � are the probability of false alarm and the probability of missed de-tection, respectively. The quantity, Efaijg is the mean signal strength for a multipathcomponent.The sequential test will reject a particular hypothesis if the statistic at stage Kfalls below the threshold bK, thereby reducing the number of calculations necessarywhen the null hypothesis, H0, is true. The hypothesis that survives to the Gth stagewill be treated as a resolvable path, and the �nal test statistic, Zi;j, will be treatedas the correlation statistic for that multipath, which can be used later for maximalratio combining [5] in the RAKE receiver.
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5.4.2 Mean Test Length for a Sequential Hypothesis TestThe mean test length for a sequential hypothesis test in an additive Gaussian en-vironment was calculated by Blostein and Huang in [4]. A summary is providedbelow.Let the single-variable Gaussian probability distribution function be de�ned asf(x), f(x) = 1p2�� exp24�12  x� �� !235 (5.19)De�ne ri � Pr(Sequential Test Reaching ith stage) (5.20)Initially, the distribution of the test statistic is Gaussian. For a one-sided sequentialprobability ratio test (SPRT), the upper threshold is in�nite [41], and the lowerthreshold is bi for stage i. After each stage, the test may be terminated if the statisticfalls below the threshold bi, 1 � i � G. Therefore the distribution of the test statisticat stage i, fi(x), is fi(w) = Z 1bi�1 f(w � x)fi�1(x)dx (5.21)The probability of reaching the ith stage involves integrating the distribution, fi�1(x)from the lower threshold to the upper threshold, which in this application is in�nity.The mean test length can be found as,EfTest Lengthg = KXi=1 ri (5.22)= KXi=1 Z 1bi�1 fi�1(x)dx (5.23)81



Equation (5.23) cannot be evaluated in closed-form. Instead, numerical integra-tion methods such as Simpson's rule can be used to approximate the integral.5.5 Spatial Domain Detection of Multipath SignalsWhen there are multiple antenna elements at the base station, the received signal isformed by spatial beamforming at each time delay prior to diversity combining. Ifwe have a pre-selected set of weights, one for each sector in the cell, we can form asignal-present hypothesis for each possible delay in each sector.Generalizing the results from the previous section, the test statistic of the jth pathof the ith user using the kth set of spatial beam weights can be expressed as,Zijk = w�kaijG + INijk (5.24)INijk = GXn=1 NXm=1m;l6=i;j LXl=1w�kakldkcm(n� �ml)ci(n� �ij) + v(n) (5.25)where v(n) is the additive thermal noise, wk is the beamforming weight vector forthe kth sector, ci is the chip for the ith user, i and �kl is the delay for the lth path insector k.Hypothesis testing can be performed on Zijk as in the previous section. However,the computational e�ciency can be further improved by performing the testing intwo stages, the �rst in the time domain, and the second in the spatial domain.82



5.5.1 Tree Structured Spatial Search of Multipath SignalsIf a particular time delay contains a signal, we would like to decide on the spatialsector(s) where the signal resides. To locate the spatial sector where the signal resides,we can use a binary tree structured search. First, we determine whether if the signalis coming from half of the sectors in the set. If the decision statistic is great thanthe threshold �1, we reject the hypothesis the signal is coming from those sectors.Alternatively, if the decision statistic is above the threshold, we can further subdividethe set of sectors to one quarter the size of the original set. We may repeat thisprocess recursively until individual sectors are being tested. By rejecting a particularset of sectors as containing signal in an early depth level, we can reduce the totalamount of computations performed.To identify each node at a particular depth level of the tree search, we de�ne thefollowing rule:Labeling RuleTo subdivide the set of sectors in node q at depth level p,label the resulting two subsets at depth level p+ 1 asnodes 2q � 1, 2q, respectively.As an example of the labeling rule, we assign the node number and tree depth fora 4-sector search in Figure 5.3.De�ne the set of sectors included at the qth node of the pth depth level as �p;q.Also, de�ne the probability of accepting a hypothesis at stage p for the qth node as83
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�qp. Therefore,�qp = Prfaccept that a signal is present in �p;q at depth level p g (5.26)1� �qp = Prfreject that a signal is present in �p;q at depth level pg (5.27)The test statistic for each depth level of the test consists of summing all the statisticsZijk for sectors in �p;q. The test statistic for the qth node of the pth depth level forthe ith user and jth path can be expressed as:Zp;qi;j = Xk2�p;q Zijk (5.28)The decision for the qth node of the depth level p is,Zp;qi;j < �p if there is no signal present (5.29)Zp;qi;j � �p if a signal is present (5.30)where �p is the threshold for the depth level p in the spatial tree search. In the eventthat a signal is present, the test continues to the next depth level. De�ne the indicatorfunction for the time-space correlation statistic at the qth node of the pth depth levelas Ip;qi;j , Ip;qi;j = 8>>><>>>: 0 if Zpqi;j is decided to not contain a signal1 if Zpqi;j is decided to contain a signal (5.31)Therefore, the indicator function will yield zero if the test is truncated at the node,and unity if it continues to the next depth level. At the �nal depth level of the test,the hypothesis is accepted or rejected.The algorithm for the tree structured search is given in Figure 5.4.85



/* The sectors that make up node q in the pth depth level *//* will containing multipath signals that have *//* Ip;qi;j = 1 and test statistic Zp;qi;j */Initialize all Ip;qi;j to 0/*Initiate the tree structured spatial search for user i path j */Test I1;1i;jfunction Test Ip;qi;j/* returns the indicator function and the decision statistic */let Zp;qi;j = Pk2�p;q Zijkif Zp;qi;j > �pif p < maximum depth levelTest Ip+1;2q�1i;jTest Ip+1;2qi;jreturn 1elsereturn 0 Figure 5.4: Algorithm for spatial tree search.
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The test performed at each depth level of the spatial search is a �xed-length test.The tests are designed to yield a low probability of missed detection. As the spatialsearch narrows, fewer and fewer branches of the tree will survive.5.5.2 Design of Thresholds for Spatial TreeThe test statistics for each depth level of the tree are not independent of the teststatistics for the lower depth level. The test statistic at the qth node of the pth depthlevel, Zp;qi;j , contains the test statistic for the (p+ 1)th depth level such that,Zp;qi;j = Zp+1;2q�1i;j + Zp+1;2qi;j (5.32)Since we have mutually dependent samples between di�erent depth levels, the SPRTis not applicable [32]. However, since all possible partitions of sectors in node q ateach depth level p are mutually exclusive, the test statistics, Zp;qi;j (where 1 � q � 2p),are mutually independent. This property of the test statistic allows us to determinethe probability of detection given a set of thresholds, �p, for each depth level.If, for a tree-structured search with maximumdepth level of �, we are given a set ofthresholds �p, where 1 � p � �, we can �nd the probability of missed detection usingthese thresholds. To �nd the probability of missed detection using these thresholds,we integrate over the region of acceptance de�ned by these thresholds.Using (5.32), we can express the probability of acceptance of sector 1 (or, bysymmetry, of any other sector) at depth level � as,Pr(H1 accepted at any node at the depth level � given signal strength �)87



= Pr 0@ �\p=1Zp;1i;j > �p1A (5.33)= Pr 0BBB@ Z�;1i;j > ��; Z��1;1i;j > ���1;Z��2;1i;j > ���2; � � � ; Z1;1i;j < �1 1CCCA (5.34)= Pr 0BBBBBBBBBBBBBBBBBB@ Z�;1i;j > ��;Z�;2i;j > ���1 � Z�;1i;j ;Z��1;2i;j > ���2 � Z��1;1i;j ;� � � ;Z2;2i;j < �1 � Z2;1i;j
1CCCCCCCCCCCCCCCCCCA= Z � � � ZT�p=1 Zp;1i;j >�p f �Z�;1i;j ; Z�;2i;j ; Z��1;2i;j ; � � � ; Z2;2i;j �dZ�;1i;j dZ�;2i;j dZ��1;2i;j � � � dZ2;2i;j (5.35)= Z 1�� Z 1���1�Z�;2i;j � � � Z 1���2�Z��1;2i;j f(Z�;1i;j )f(Z�;2i;j )f(Z��1;2i;j ) � � � f(Z2;2i;j )dZ�;1i;j dZ�;2i;j dZ��1;2i;j � � � dZ2;2i;j (5.36)= Z 1�� dZ�;1i;j f(Z�;1i;j ) Z 1���1�Z�;2i;j dZ�;2i;j f(Z�;2i;j ) Z 1���2�Z��1;2i;j dZ��1;2i;j f(Z��1;2i;j )� � � Z 1�1�Z2;1i;j dZ2;2i;j f(Z2;2i;j ) (5.37)Using a Gaussian approximation, f(Zpqij ) is a Guassian density. with mean � andvariance equal to the variance of INij. The signal strength � would equal aij if asignal is present, and zero if a signal is not present.Using numerical integration, we can determine the probabilities of detection fordi�erent design thresholds. The threshold also determines the probability of falsealarm at each depth level of the test, a�ecting the number of computations performed88



by the system. In designing the spatial search, it is desirable to include as manymultipath signals as possible. Therefore, the thresholds should be designed to have ahigh probability of detection.To design the test thresholds, we have to �nd a choose a set of thresholds thatsatisfy a certain probability of detection. We can start with an arbitrary set ofthresholds and iteratively improve the thresholds to achieve a speci�c probabilityof detection by numerically integrating (5.37). To reduce the amount of iterationneccessary to achieve a satisfactory design, we can approximate (5.37) by addingextra mass to the integration as seen in (5.38). Since additional probability mass isadded, the approximated probability value would always be lower than the actualvalue found using (5.37).Pr(H1 accepted at the depth level � for a given signal strength � )� Z 1�� dZ�;1i;j f(Z�;1i;j ) Z 1���1 dZ�;2i;j f(Z�;2i;j ) Z 1���2 dZ��1;2i;j f(Z��1;2i;j )� � � Z 1�1 dZ2;2i;j f(Z2;2i;j ) (5.38)Since the thresholds are no longer dependent on the previous integral, we can evaluateeach integral separately in (5.38), thereby increasing the speed of iteration. We thenmodify the thresholds to achieve the same probability of detection using the exactexpression in (5.37).
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5.6 RAKE Receiver PerformanceThe SNR performance of the RAKE receiver will depend on how many signal com-ponents are detected. A path from the jth delay and user i has SNRij given by,SNRij = a2ijGINij'array (5.39)where 'array is the attenuation of the interference due to beamforming of the receivedsignal. An analysis on the e�ects of beamforming on interference reduction can befound in [8].The resulting ideal SNR for the ith user that can be achieved with L multipathcomponents, SNRi = LXj=1SNRijIpqij (5.40)Note that the indicator function is used to include the SNR from components notrejected during our hypothesis testing algorithm.The algorithm performs suboptimally as compared to the ideal combiner if signalcomponents are rejected during hypothesis testing. Optimumperformance is achievedthrough higher computational costs, since no delay-sector hypothesis pairs can berejected. By using a RAKE structure, we can achieve the same output SNR as anMRC [33]. In the RAKE structure, multipath weights are determined by their signalstrength and phase, often by long term averaging [27] [33]. In results presented in thischapter, we assume that signal strength and phase are known perfectly to calculatethe output SNR. The output SNR of a RAKE receiver is the sum of the SNRs of90



each individual tap. If the signal strength is modeled as a random variable, rejectionof weak signal paths does not signi�cantly a�ect the overall SNR.5.7 Computational Complexity of the ProposedRAKE ReceiverThe goal of using a sequential detector is to dismiss the noise-only hypothesis quickly[39]. We now show that we can reduce the amount of computation required to processhypotheses in which no signal is present without signi�cantly reducing the perfor-mance bene�ts of a RAKE structure.The computational complexity can be measured by the number of multiplicationsand summations that are performed by the algorithm compared to that of a full chip-matched �lter. We will compare the mean test length of the sequential detector aswell as the number of operations required for tree search for a given set of designparameters to a \brute-force" full chip-matched-�lter implementation.5.8 Numerical Results and SimulationsTo test the performance of a 2-D RAKE receiver utilizing sequential detection, we useboth numerical calculations and Monte Carlo simulation. For Monte Carlo simulation,random data bits are spread by a 256-bit PN sequence using the IS-95 short code to91



modulate random data from each user. The received signal is the sum of all theuser's multipath components. The multipath components are generated with randompath attenuation and delay. The path attenuation aij for each multipath componentcomprises the overall e�ects of fading and shadowing. It is assumed power control isused to o�set the near-far e�ect, and ensure that the dominant path have constantaverage power. We can normalize the desired average power to be one, therefore theexpected value of aij is one. To simulate the e�ects of an antenna array, each pathwill be assigned a CRV based on the array response of an ideal circular array for arandomly generated angle. The arrival angle is assumed to be uniformly distributed.In this section, we study a cellular environment with 10 continuously transmittingusers, each transmitting four independent multipaths.The signal strength from each component will be a random variable that isRayleigh distributed. The path delay is uniformly distributed. The signal wave-form is assumed to have square pulses. It is assumed in our performance analysisthat four paths exist over 10�s.In this section, we �rst present numerical results using Monte Carlo simulation.Then the results for test length and SINR performance are veri�ed using theoreticalcalculations.
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5.8.1 Various Receiver DesignsIn this subsection, we will present several di�erent designs, including a conservativedesign which performs as well as the full search RAKE receiver at a high computa-tional cost, a more practical design with a slight trade-o� in performance for a highreduction in complexity, and a third design that sacri�ces more SNR performancefor an even larger reduction in complexity. The important design parameter for thesequential probability ratio test (SPRT) is given by,b = �1� � (5.41)where �, � are the probabilities of false alarm and missed detection, respectively. Alower value of b yields a more conservative design, corresponding to smaller values of� and �.From (5.18) and (5.41), the thresholds for stage, K, of the SPRT are given by,bK = bV arfINijg+KEfaijg2 (5.42)where INij is the interference plus noise given by (5.8) and aij is the signal strengthfor each multipath. The maximum number of stages is assumed to be 256 whichcorresponds to the number of chips per symbol.We assume that a slow power control algorithm would have the e�ect of o�setingthe near-far e�ect for each user. For each user, the multipath attenuation aij isan independent random variable that is Rayleigh distributed with mean one andvariance one. The variance of the interference and noise is dependent on the number93



of users. We assume the interference from each user and their multipaths are mutuallyindependent. For N users with L multipaths,V arfINijg = NLEfa2ijg+ �2t (5.43)where �2t is the uncorrelated thermal noise term.In the spatial search stages corresponding to sector tree depth levels, the individualthresholds for each depth level p, �p, need to be determined. It is assumed that a setof 32 weight vectors are available for beamforming using 32 (25) sectors. A binarytree with 5 depth levels is therefore used for the search.To initialize the iterative threshold search procedure, we use (5.38) to �nd approx-imate values of �p that would satisfy a particular probability of detection. Then byadjusting the approximate thresholds, we use (5.37) to ensure that the �nal thresholdschosen would satisfy a particular probability of detection.Using the above method, we have designed the following tests:A conservative design (design #1) essentially performs an exhaustive search. Forthe temporal search stage, the SPRT design parameter b has a value of 0.1, corre-sponding to a probability of detection of 0.99 and rejecting a noise-only componentof 0.1 (probability of false alarm equal to 0.9). For the spatial search, the thresholdsare iteratively designed to give a probability of detection to within 0.005 of of 0.99.The designed thresholds are shown in Table 5.1.A lower complexity receiver design (design #2) shown in Table 5.2. A temporalSPRT design parameter b of 0.4 was chosen. This choice of b would result in a false94



alarm probability of 0.75 and a probability of detection of 0.9 in the temporal search.The spatial search thresholds are designed for a probability of detection of 0.90.An alternate test design (design #3) that achieves higher computational reductionis shown in Table 5.3. The SPRT design parameter b used was 0.7, corresponding, forexample to a temporal false alarm probability is 0.35 and a probability of detectionof 0.75. The spatial search was designed for a probability of detection of 0.75.Since the spatial search has 5 depth levels, the set of thresholds designed for eachprobability of detection is not unique. For example, if we change the threshold �1, wecan adjust the threshold �2 such that the resulting probability of detection remainsthe same.5.8.2 Monte Carlo ResultsFor the full-search RAKE receiver, assuming the interference power remains constantfor each path, the ideal SNR is,SNRideal = LXj=1SNRij (5.44)where SNRij is given by (5.39).The probability of surviving to each depth level of the sequential test is given inTable 5.4.The overall computational savings can be calculated by counting the number ofoperations (multiplications and additions) that are performed overall, and compared95



Design Parameters Designed valuesTemporal SPRT parameter b 0.1Spatial tree search thresholds�1 35.9�2 40�3 50�4 60�5 70Table 5.1: Thresholds used for the conservative design (design#1).Design Parameters Designed valuesTemporal SPRT parameter b 0.4Spatial tree search thresholds�1 39�2 50�3 69�4 95�5 120Table 5.2: Thresholds used for a lower complexity receiver design (design#2).96



Design Parameters Designed valuesTemporal SPRT parameter b 0.7Spatial tree search thresholds�1 42�2 53�3 77�4 113�5 140Table 5.3: Thresholds used for an alternative lower complexity receiver design (de-sign#3).to exhaustive search. The savings over a full search and resulting SNR are tabulatedin Table 5.5.5.8.3 Theoretical Veri�cationThe mean test length for a truncated SPRT test can be calculated by numericallyperforming the convolution given in (5.21). To perform the convolutions, we can useSimpson's Rule to evaluate the integrals numerically, and generate the conditionalprobability densities for each stage of the test.The results in Table 5.6 show that the numerically calculated test length and thetest length obtained from simulation match closely.97



Depth Level Tree Nodes Design #1 Design #2 Design #3(Table 5.1) (Table 5.2) (Table 5.3)1 2 0.96 0.176 0.06142 4 0.95 0.174 0.03673 8 0.93 0.159 0.03644 16 0.82 0.083 0.0305 32 0.34.3 0.0197 0.002Table 5.4: Simulation probability of reaching a given depth level (spatial processing)when no signal is present.The calculated probability of false alarm at each depth level of the spatial searchfor design #2 is compared to Monte Carlo simulations in Table 5.7.The numerical calculations model the interference using a Gaussian approxima-tion. The Gaussian approximation method uses the central limit theorem to approx-imate the sums of signals from interfering users as a Gaussian distribution. As thenumber of users increases, the accuracy of approximation also increases. By usingthe Gaussian approximation, we are introducing error in the model.A theoretical value of the SNR can be calculated by �nding the probability that asignal component will not be rejected. We can �nd the probability that a signal com-ponent is accepted by evaluating the probability of acceptance during the temporaland spatial search stages separately. 98



Design # Savings Resulting SNR (dB)Ideal 0% 20.21 3% 20.12 84% 19.33 96.7% 18.87Table 5.5: Resulting computational savings vs performance, of both spatial and tem-poral processing, in terms of output SNR.For the temporal sequential testing stage, the SPRT designs a test that is con-servative if the test was an untruncated SPRT. For an truncated SPRT, where thenumber of stages is �nite, the design is only approximate. The probability of H1being accepted is:PrfH1 acceptedg = (5.45)Z Tc=2�Tc=2 1Tcd� Z 10 fR(aij)daij Z 1bG�aij dxfG  xj� = aij Tc � 2j� jTc ! (5.46)where fG(xj�) is the distribution of the test statistic at the �nal stage of the sequentialtest with mean �. The fading amplitude of each multipath is modeled using theRayleigh distribution for fR(aij).For the spatial search stage, the probability of H1 being accepted is given by(5.37), where averaging is performed over the random delay � and fading amplitudeaij.These probabilities may either be calculated for particular values of aij or averaged99



Design # Simulation TheoreticalIdeal 256 2561 255 2552 191 1803 127 118Table 5.6: Calculated and simulated test length for temporal sequential detection,rounded to the nearest integer.over the probability distribution of aij.The theoretical SNR, for RAKE combining, can be calculated by:EfSNRg = NXi=1 LXj=1Ef a2ijINijPrfH1 accepted gg (5.47)The theoretical SNR and simulated SNR are listed in Table 5.8.From Table 5.8, we can conclude that the results obtained from simulation arevery close to the results by evaluating evaluating (5.47) using numerical integrationalgorithm.5.9 ConclusionIn this chapter, we have proposed a new sequential-detection based RAKE receiverwhich allows for the search of large space of possible parameters with reduced com-plexity compared to a full search, with only a slight degradation in output SNR.100



Stage # Simulation Theoretical1 0.18 0.172 0.176 0.1583 0.158 0.1504 0.083 0.0765 0.019 0.012Table 5.7: Theoretical and simulation probability reaching a given spatial tree depthlevel when no signal is presentBy formulating a hypothesis test problem for each delay-sector parameter pair,we can detect whether multipath energy is present. By quickly rejecting paths withno energy, we can decrease the number of calculations needed by the RAKE receiveras compared to a \brute-force" full search. To detect whether a signal is present for aspeci�c parameter pair, a sequential detector combined with a tree-structured spatialsearch is used to reduce the computational cost.A SPRT was designed using Wald's approximation [32] for the temporal multi-path detection. The tree-structured sequential spatial search was designed by �ndingthresholds that would satisfy a speci�c probability of detection using numerical calcu-lation of resulting probability of detection. Simulations performed on 10 continuouslytransmitting users have demonstrated the reduced computation costs and correspond-ing output SNR performance of the RAKE receiver. A design was provided with an101



Design # Simulation Theoretical(from Table 5.5) Eqn. (5.47)1 20.1dB 20.0dB2 19.3dB 19.4dB3 18.9dB 18.3dBTable 5.8: Theoretical and simulated output SNR from spatial and temporal process-ing.84% reduction in multiplications and additions, and only a 0.9 dB penality in outputSNR.By using the framework presented in this chapter, we can more e�ciently searchover a large time interval in terms of the number of chips, and attempt to collectall the multipath energy in that interval. The structure was shown to signi�cantlyreduce the computational requirements of a RAKE receiver with only a small sacri�cein performance over that of a full search.
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Chapter 6Summary and Future Work6.1 SummaryIn this thesis, CDMA downlink and uplink base station processing is studied. InChapter 3, an algorithm to perform beamforming for the downlink CDMA channelwas presented. The algorithm contains three steps:� Channel estimation using feedback from mobile with no pilot signal was pre-sented for the downlink channel with multiple coherent antenna elements at thebase station.� Generation of directional beamforming weights using the results from channelestimation.� Allocation of power to each user to maximize the SINR with di�erent levels ofquality of service. 103



In Chapter 4, the bene�ts of frequency re-use using the above algorithm waspresented in a multi-cell multi-user environment. Inter-cell and intra-cell interferenceare approximated as additive white Gaussian noise. Inter-cell interference is causedby other base stations using the same frequency band and time slots. Intra-cellinterference is caused by asynchronous reception due to scattering. The simulationresults illustrate the bene�ts of downlink beamforming in terms of decreased celldensity.In Chapter 5, a new 2-D RAKE structure is proposed for use in uplink basestation processing. A multiple element antenna array is used at the base station toallow for spatial processing. With a pre-generated set of weight vectors, the algorithmperforms a full search of the parameter space by forming a hypothesis for each delayand weight vector, and detecting the presence of a signal for each parameter pair. Byusing a sequential detector and a tree-structured spatial search, we can reduce thecomputational cost of the search compared with "brute-force" full search.6.2 Future WorkFuture extensions of the research in the area of downlink beamforming in a CDMAenvironment could be,� In the downlink CRV-based power control algorithm, a particular user's direc-tional weight vectors were chosen independently of power allocation. Additional104



research on joint optimization of directional weight vector and power allocationmay yield improved capacity and cell coverage.� The downlink channel estimation models the changes in the CRV as independentof the CRV itself. If research is performed on modeling the changes in CRV overtime, one can derive a model for the Kalman �lter \plant noise", and improvethe estimator.� For the uplink CDMA channel model, the fading experienced for each multipathcomponent is based on the fading characteristic of the IS-95 channel. Additionalresearch on the e�ect of reduced chip period in wideband CDMA on the fadingcharacteristics of individual multipath signals would allow for more accurateperformance analysis.� Since the analysis (in Chapter 5.5.2) holds for non-Gaussian interference, a moredetailed model of the interference can be developed and used for more accurateperformance assessment.6.3 ConclusionIn this thesis, a downlink CRV-based power control algorithm was presented. TheCRV-based power control algorithm combines digital beamforming and power controlto increase coverage and capacity of the downlink in a DS-CDMA system. The CRV-based power control algorithm contains three parts, MMSE channel estimation, digital105



beamforming, and optimum intra-cell power allocation method. Simulation resultsfor a multi-cell multi-user DS-CDMA environment was presented in the presence ofinter-cell and intra-cell interference.The second contribution of this thesis is a proposed computationally e�cient wide-band spatial-temporal RAKE receiver structure. A SPRT test is proposed to performthe spatial search for multipath signal. For spatial search of the multipath signal, atest performance analysis was developed and used to determine the decision thresh-olds for a tree-structured search. The proposed structure comprised of a sequentialdetection stage followed by a tree-structured spatial search stage. The structure al-lows for a more e�cient spatial-temporal search for the presence multipath signal.The algorithm can o�er signi�cant reduction in computational cost as compared toa "brute-force" full search of the same search space with only a modest performancepenalty.
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