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Abstract

Wireless cellular technology is one of the fields in communications that is currently
undergoing phenomenally rapid growth. As the demand for wireless connectivity
increases, it is necessary to develop next-generation cellular systems to handle the
increased number of users. CDMA (Code Division Multiple Access) is one tech-
nique that promises enhanced efficiency of radio spectrum use since it is strictly
interference-limited, unlike FDMA (Frequency Division Multiple Access) or TDMA
(Time Division Multiple Access).

Total system capacity can be improved by increasing the number of base stations
while simultaneously decreasing the size of each cell. However, this is a potentially
expensive solution in terms of the equipment required and would also require more
frequent hand-offs between adjacent cells. In a CDMA system, an alternative is to
reduce multi-user interference, thereby permitting more mobiles to operate within
each cell. One method for accomplishing this is through the use of beamforming. By
using an array of antenna elements, it is possible to select a suitable set of weighting
values so that when the antenna array outputs are summed, the interference from
other users is suppressed relative to the desired signal. As a result, it is then possible

to accommodate additional mobiles within the same cell.

The I5-95 cellular CDMA standard has been established by Qualcomm and is used
within the context of this thesis. Only the reverse link (mobile to base) has currently
been investigated due to the fact that beamforming can only be effectively performed
at the base station. This communication link is presented and analyzed in detail at
the beginning of the thesis. Power control, which has been shown to be necessary for
a CDMA cellular system, is then examined. The coding scheme for the IS-95 reverse

link is such that a conventional Viterbi decoder produces suboptimal results. A
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combined deinterleaver/decoder offering a gain of at least 1 dB over standard Viterbi
decoding is presented here.

One of the main areas of beamforming research has been in estimating suitable
coefficient weights from the received data. The code-filtering correlation method de-
veloped at Stanford [64] [67] [73] [74] has demonstrated promising results, although it
cannot be applied directly to I5-95 due to the coding techniques used on the reverse
link. This thesis has developed an additional feedback correlation algorithm which
provides sufficient gain to estimate accurate beamforming weights. An accompany-
ing error analysis derives the probability distributions of the various estimators and
determines the effects of noise and interference on the measurements. This includes
an eigenvector perturbation analysis for complex Hermitian matrices. A following
analysis into the statistical parameters of various reverse link correlation quantities
is used to validate the simulation program.

An investigation into cell capacity improvement through the use of antenna arrays
and beamforming is then performed. Simulations are performed with both a PN chip-
level method and a more computationally efficient power-level technique which is
used to obtain capacity estimates for higher numbers of antenna elements. Predicted
capacity values from the system analysis show good agreement with the observed
results. Finally, an investigation into multi-service (e.g. voice and data) cell capacity

is performed, with both simulated and analytical results.
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Chapter 1

Introduction

1.1 Motivation

There is a growing trend in the communications market towards wireless systems. The
removal of the physical link between a user and the remainder of the communication
system permits greater user mobility and requires less physical infrastructure, which
thereby reduces the overall system cost. Next-generation cellular phone systems will
be of a digital form for an improved quality of service. Since there is a finite amount
of the radio spectrum available for cellular purposes, it is desirable to accommodate
as many users as possible within that bandwidth, while not compromising the level

of performance.

CDMA (Code Division Multiple Access) is one technique by which a given portion
of the radio spectrum can be shared among multiple users. TDMA and FDMA are
two other multiple access techniques which provide separate time slots or frequency
bands, respectively, for different users. The major disadvantage of both TDMA and
FDMA 1is that they are both limited to a specific maximum number of users by the
number of available time slots or frequency channels. In addition, adjacent cells
cannot share the same channel allocations due to mutual interference. Conversely, in
CDMA, all of the users share the same bandwidth with each mobile’s signal being
spread by a unique individual PN (pseudo-noise) chip sequence. By correlating the
received signal at the base station with each user’s known sequence, the original data

can be recovered. Unlike the other two methods, CDMA is limited only by interference



(which arises mainly from other users). Thus, instead of having a sharp cut-off point
in cell capacity, it is possible to continue adding users to the system by gradually
reducing everyone’s level of performance. Lee [48] provides a good introduction to
the concept of cellular CDMA and illustrates how this multiple-access scheme is
more suitable for the cellular environment than are TDMA and FDMA, in terms of
providing greater system capacity. Pickholtz, Milstein, and Schilling [80] [81] provide
tutorial introductions to spread-spectrum communications which describe the basic
nature of spread-spectrum CDMA and investigate how it can share the same frequency
band with narrow-band users. A basic introduction to spread-spectrum techniques
has also recently been given by Flikkema [24]. Finally, Qualcomm [85] provides an
in-depth introduction to the use of CDMA in digital cellular communication systems,

including many of the necessary implementation details.

Since CDMA provides the prospect of significantly increased capacity for a given
amount of bandwidth, a substantial amount of research has gone into finding methods
by which the multiple access interference (MAI) can be reduced. If it is possible to
do this, individual cell capacity can be further increased. By increasing capacity,
the same area can be covered with fewer base stations, thereby reducing the overall
cost of the cellular communications system. In addition, by avoiding the need for
subdividing cells, the logistical problems of performing hand-offs between adjacent

cells as users move around are reduced.

One popular method for reducing interference from other users is termed beam-
forming. In this situation, an array of antenna elements is used at the base station to
receive signals. Each element will receive a phase-shifted version of the same signals.
By determining a suitable set of complex coefficients for a desired mobile, it is possi-
ble to obtain a weighted sum of the antenna outputs in which the desired signal adds
constructively (due to phase alignment) and, on average, the interfering signals tend
to add destructively (due to random relative phases). That is, unless an interfering
signal’s direction of arrival is the same as for the mobile of interest, beamforming will
tend to suppress the interfering signal relative to the desired signal. In this way, it

is possible to reduce the interference seen by a given user with the only requirement



being for some additional processing power at the base station. Also, incorporat-
ing beamforming into an existing CDMA standard such as Qualcomm’s 15-95 can
be performed quite simply since the beamforming layer is essentially transparent to
the remainder of the coding/decoding system so it is not necessary to modify the

currently-defined protocol.

To this point in time, beamforming has mainly been analyzed via theoretical
analyses and computer simulations, although some physical experiments have also
been performed. Of course, it is usually more practical and less expensive to predict
expected system performance via analytical and simulation-based methods before
actually constructing an actual prototype for testing. To aid in the investigations
performed in this thesis, a comprehensive PN chip-level simulation program adhering
to the 1S-95 standard has been developed [15]. The chip-level data was required
for performing beamforming simulations and verifying any simplifying assumptions
which might be made. To the best of the author’s knowledge, simulations with this

level of detail have not yet been used by other researchers.

There are a number of important aspects of beamforming which require investi-
gation in order to aid in accessing the physical feasibility of this technique. In real
life, it will not be possible to estimate the optimum beamforming weights exactly, so
the effects of estimation error should be determined. It is also necessary to evaluate
both the quality of the estimates obtained and the corresponding effect on system

performance.

1.2 Summary of Contributions

This section briefly summarizes the primary contributions of this thesis. A more

detailed summary may be found at the end of the thesis in Section 8.2.

o A comprehensive simulation platform for the IS-95 reverse link and capable
of operating at the PN chip level was developed for conducting most of the
simulations contained in this document. This level of detail significantly reduces

the number of simplifying assumptions which must be made.



A combined deinterleaver/decoder for the 1S5-95 reverse link which provides
superior performance as compared to Viterbi decoding with deinterleaved soft-

decision bit metrics has been proposed.

Using feedback correlation of the decoded data to increase the gain factor of
the beamforming coefficient estimator significantly improved the accuracy of
these weighting estimates. A detailed error analysis of this estimation method
allows the statistical parameters of the various estimators to be predicted quite

accurately.

An error analysis of the IS-95 reverse link also allowed the operation of the

simulation program to be validated.

Various methods are used for estimating cell capacity, including the actual trans-
mission of PN chip values through the system, and a more computationally-

efficient power-level capacity estimation method was also developed.

In addition, it is also possible to predict cell capacity values from the equations

derived in this thesis.

Finally, an investigation into multi-service operation (i.e. data and voice) is

made through the use of simulations and predictions.

1.3 Thesis Outline

The following chapters examine various aspects of a CDMA reverse link (mobile
to base), all of which ultimately cohere together to permit accurate estimation of
cell capacity and the improvements that can be attained through beamforming in
such a communication system. As a consequence, relevant background material and
literature reviews of previous research are primarily covered at the beginning of each

individual chapter, as this structuring is more appropriate for the format of this thesis.

Chapter 2 examines the reverse link of the I5-95 cellular CDMA system and cov-

ers such aspects as data encoding, transmission channel parameters, and the effective

modelling of such a communication system for simulation purposes. Power control is
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an important component of a CDMA system in order to maintain multi-user interfer-
ence at an acceptable level, and this topic is covered in Chapter 3. Due to 1S-95’s data
encoding format, a standard Viterbi decoder must be modified in order to function
efficiently. Chapter 4 examines existing techniques for decoding reverse link data in
[S-95 and then presents a combined deinterleaver/decoder which offers an enhanced
level of performance due to improved path metrics. User capacity in a CDMA sys-
tem can be improved by reducing interference. One method of accomplishing this
is through beamforming as examined in Chapter 5 which presents a suitable beam-
forming technique for 15-95 and includes a complete error analysis of the estimation
process for beamforming weights. On a related note, the following chapter contains
an error analysis of the simulated [S5-95 system which is useful for system validation
purposes. Chapter 7 presents techniques for predicting and estimating cell capacity
via analysis and simulation, and shows the improvements that can be attained when
beamforming at the base station is used. Finally, Chapter 8 summarizes the contri-
butions and findings of this thesis and presents a number of areas in which further

research work could be performed.



Chapter 2

The IS-95 Reverse Link

2.1 Introduction

Qualcomm [86] has developed the 15-95 cellular CDMA standard which defines the
complete implementation protocol for such a communication system. A number of
researchers [6] [37] [69] [71] have adopted this standard for their research. In addition,
considering an existing CDMA system design is more appropriate than defining a new

coding and transmission protocol.

Within the context of this thesis, only the reverse link (mobile to base) of the
[5-95 communication system has been studied. It is not realistically practical to
implement beamforming at the mobiles due to the necessary antenna arrays and
processing requirements. Therefore, beamforming is used only at the base station,
and the reverse link situation is more suited to this task since the received signal
data can be directly processed to obtain the required beamforming information. In
addition, cell capacity is usually limited by the reverse link. However, beamforming at
the base transmitters can also be implemented on the forward link by using feedback

information from the mobiles [27].

In order to aid in conducting detailed investigations of system performance, a
comprehensive PN chip-level simulator of the 1S-95 reverse link has been developed
[15]. This program includes such features as complete reverse link modelling, multiple
independent mobiles, and possible multi-cell situations. However, it is first necessary

to examine the actual communication system and how it may be modelled effectively



and efficiently.

This chapter examines the reverse link of 1S-95 and includes the issues of data
encoding for transmission, transmission channel parameters, and processing of the
received data. Two aspects of the [S-95 reverse link, power control and data decoding,
are examined in greater detail in the two following chapters. The contents of this
chapter are based on the 15-95 standard which may be found in [86], although much

of the actual analysis within this chapter is original work.

2.2 Encoding Reverse Link Data

The source data is assumed to consist of sequences of random bits representing com-
pressed voice signals which are generated as required. In order to provide protection
against errors, the data bits are sent through a multi-level encoding process as shown
in Figure 2.1.

It is assumed that acceptable voice quality data can be transmitted at a bit rate
Rp = 9600 bps which includes overhead. The IS-95 standard [86] also includes
defined protocols for fractional data transmission rates such as 4800, 2400, and 1200
bps, although these particular rates have not been addressed in this thesis.

The bits to be transmitted are divided into frames with 50 frames per second and
192 total bits per frame. The first 184 bits represent actual data (including a CRC
(cyclical redundancy check) value), and the remainder are tail bits which are all zero.

The frame bits are initially passed through a rate 1/3 convolutional encoder with
a constraint length of 9. This produces 576 encoded bits per frame.

The next stage involves block interleaving the encoded bits using a 32 x 18 inter-
leaver matrix. Bits are written into successive columns of this array and then read out
row by row. Although the interleaving step is part of the 1S-95 specification and is
essential for dealing with correlated fading, it is an optional process in the simulator
so that its effects on system performance can be studied.

The resulting bits are then grouped into sets of 6 to form binary numbers which
select one of 2° = 64 different Walsh functions. This yields a total of 96 Walsh

functions per frame.
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Figure 2.1: I5-95 reverse link data encoding process showing “per frame” throughput



Each Walsh function has a sequence of 64 chips associated with it which results
in a total of 6144 Walsh chips per frame. These sequences are constructed so that a
given sequence is orthogonal to each of the other 63 Walsh chip sequences.

Finally, pseudo-noise (PN) sequences are used to spread the signal by a factor
of 4. A long code with a period of 2** — 1 is first used to spread the Walsh chips.
The resulting signal is then split into in-phase and quadrature components with each
component being further encoded by a different short code sequence, each with a
period of 2'% chips. The long and short code chips are of the same length.

The in-phase and quadrature components are modulated using BPSK (Binary
Phase Shift Keying) with a carrier frequency of f. Hz. A typical value for f. in
a terrestrial cellular environment might be 2 GHz. Giannetti [28] also investigated
the capacity improvements resulting from using a higher carrier frequency in the
63-64 GHz band. In this situation, intercell interference is significantly reduced to
signal absorption by atmospheric oxygen and thus cell capacity increases. However,

increased transmitter power is also necessary due to the absorption phenomenon.

2.3 Transmission Channel Parameters

This section details how the reverse link transmission channel between the mobiles and
base station is modelled. This mainly involves quantities specifying signal attenuation

over the transmission channel such as path loss, shadowing, and Rayleigh fading.

2.3.1 Path Loss

The amount of power in a signal falls off as a function of the distance from the

transmitter. A generally accepted model of this path loss is:

pr = di (2.1)
where dj, is the distance between the & transmitter and the receiver, and ¢ is the
path loss exponent. Typical values for e range between 2 and 5 depending upon the
local environment, and a commonly used value for testing purposes is 4. A larger

path loss exponent corresponds to greater path loss attenuation as would be the case

in a built-up urban environment.



Xia et al [116] investigated path loss using actual measured data from various
urban, suburban, and rural areas. Path loss was found to be significantly higher for
non-LOS (Line Of Sight) paths than for LOS paths. Consequently, cell shape was
found to depend on the orientation of the LOS paths, with circular cells in rural areas,
elliptical cells in suburban regions, and linear cells in built-up urban areas. Harley
[33] also performed actual measurements of signal attenuation for carrier frequencies
of 900 MHz and 1.8 GHz over distances of less than 1 km, which represent typical
cell sizes for a microcell system.

Note that pj dictates how the power of the signal falls off as a function of distance.
Therefore, the amplitude of the signal envelope should be multiplied by /pr. The

path loss quantity is updated dynamically as mobiles move within the cell.

2.3.2 Shadowing

Shadowing is caused by various obstacles such as trees and buildings in the transmis-
sion path of a mobile. As a mobile moves around, the degree of shadowing will vary.
However, for the results considered in this thesis, this quantity currently remains con-
stant for the duration of a call since Rayleigh fading is assumed to affect the signals
much more dramatically. In addition, dynamic motion is often simulated by moving
a mobile to a new location and beginning another call with a new shadowing value.
This should, however, be modified when further experiments are performed.

A commonly accepted shadowing model is to use a lognormal random variable

such as:
Sy = 10¥/1° (2.2)

where & has a N(0,0%) distribution. The value typically used for og is 8 dB.
A new value of Sy, is chosen for each mobile at the start of each call by that mobile,

and Sy currently remains constant for the duration of each call.

2.3.3 Rayleigh Fading

Although only a single resolvable path is considered for each mobile, Rayleigh fading

due to multipath propagation is incorporated into the channel model. This type of
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fading can be modelled as either uncorrelated or correlated. Ricean fading would
include a line of sight component, but Rayleigh fading was selected to represent
the worst-case scenario. An introduction to the characteristics of and methods for
overcoming Rayleigh fading in mobile digital communication systems may be found

in the recent pair of tutorial articles by Sklar [94] [95].

2.3.3.1 Uncorrelated Rayleigh Fading

The simplest fading model is to consider Rayleigh-distributed random amplitude fac-

tors which are mutually uncorrelated. This multiplicative quantity is calculated as:
Ry = J(Gh)? + (Gy)? (2.3)

where 1 and G5 are N(0,1) Gaussian random variables.

A new Rayleigh fading parameter is calculated for each mobile at a maximum of
every 48 PN chips. This roughly corresponds to the time required to transmit the
equivalent of one data bit (46 PN chips), but was rounded up since 48 divides evenly
into the power control period of 1536 PN chips, thereby simplifying the simulation

process. This parameter can also be changed at a faster rate such as every 24 or 16

PN chips.

2.3.3.2 Correlated Rayleigh Fading

For moving mobiles, time-correlated Rayleigh fading represents a more realistic fading
environment. For the simulations presented here, the third-order Butterworth filter
fading model discussed in [56] and [36] was used. In this model, pairs of Gaussian
random numbers form the inputs to a filter whose parameters depend on the mobile’s
current velocity. The filter outputs are correlated Gaussian random variables which
may then be used in equation (2.3) to generate correlated fading values. Actual

illustrative examples of correlated fading may be found in Section 3.5.

2.3.3.3 Amplitude Fading

As can be seen from the above paragraphs, the fading models used within this thesis

only consider the effect of Rayleigh fading on the amplitude of the signal. However,
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in reality, there would also be a perturbation in the carrier phase due to the mul-
tipath propagation. This would likely degrade the performance of the beamforming
algorithms to some extent, but it is not clear what level of impact would be observed
without further investigation via both analysis and simulations as discussed in Section

8.4.

2.3.4 Overall Channel Attenuation

The transmission power and, hence, the signal amplitude or envelope originating
from each mobile is known. As the signal travels to the base station, its strength is
attenuated by the previously discussed factors. Thus, the envelope is multiplied by

the following value to determine its magnitude as observed at the base station.

e =\ PeSk By (2.4)

The path loss and shadowing terms affect the power of a signal, so it is necessary to

take the square root of these terms when considering the signal amplitude.

2.4 Antenna Array Processing

This section briefly introduces the concept of beamforming with adaptive antenna

arrays which is discussed in more detail in Chapter 5.

2.4.1 Array Response Vector Calculation

If a multi-element antenna array is used at the base station, it is necessary to deter-
mine the array response vector a for a signal arriving from a given direction. This
vector specifies the relative phases of the signal waveform at each of the antenna
elements. Each entry in a is a unit magnitude complex number whose phase specifies
the relative phase of the signal at the corresponding antenna element. Currently, it
is assumed that identical copies of the signal, subject to this relative phase shift and
independent background noise, are observed at each antenna element.

The antenna array is assumed to be in a circular form with N4 representing an

arbitrary number of elements which are omnidirectional with equal gains. Adjacent
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Figure 2.2: Array response vector calculation for a multi-element circular antenna

array

elements are assumed to have one-half wavelength (A./2) spacing between them. This
analysis can be easily adapted for a linear array, although circular arrays were chosen
since they are less directional in nature. In terms of antenna arrangements other than
circular and linear designs, Liang and Paulraj [54] investigated several different array
topologies and the resulting improvements in coverage.

Refer to Figure 2.2 for the definition of quantities used in this derivation. If the
inter-element spacing is D4 = A./2, then the corresponding radius of the circular

antenna array can be calculated as follows [62, pp. 65].

o = ;;i (2.5)

sin(p/2) = Dé‘f (2.6)
_ Da2 o Da A

Ra = sin(¢/2)  2sin(r/Ny) 4sin(w/Na) 27)

Let ~; represent the angle at which the 7% (0 <i < N4y—1) element is located on the

circle. Without loss of generality, it can be assumed that vy = 0. Then:

v o= (ZQV—Z) (2:8)

The position of the :** antenna element in Cartesian coordinates can thus be written
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as:

z; = Rjcos(y;) (2.9)
yi = Rasin(y) (2.10)

Now assume that a plane wave with frequency f. and propagating in the direction
f is impinging upon the antenna array as shown by the dashed arrow in Figure 2.2.

A unit vector in the direction of wave propagation can be written as:
u = | cos(f) sin(h) (2.11)

It is now simply necessary to take the dot product of this vector with the Cartesian
coordinates of each antenna element in order to find D;. This represents the distance
along the direction of wave propagation between the centre of the array and the "

antenna element.

D; = x;cos(0) + y, sin(9)
= Racos(v;)cos() + Rasin(y;)sin(6) (2.12)
= Racos(f — ;)

Let «; represent the relative phase delay for the i*" element. The centre of the
circle is taken to be the reference point with a phase delay of zero. Consequently, the

phase at the ¢** element can be calculated as:

._2(&)
ozz—ﬂ')\c

27 R cos(8 — i)
= 2.13
. 219

- = Cosif = (4sin()7\:/NA))

7 cos(f — ;)
2sin(n/Na)

It is interesting to note that the relative phase is independent of the carrier frequency
since the inter-element spacing is a function of this frequency value. Due to this
latter consideration, it is necessary to design the antenna array according to the

carrier frequency to be used.
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2.4.2 Beamforming

Digital beamforming can be utilized to increase the capacity of a cell [64] [67] [73]
[74]. By using a multi-element antenna array at the base station and a suitable set of
beamforming coefficients, it is possible to take a weighted sum of the antenna element
outputs which maximizes the ratio of the desired mobile’s signal power to the noise
and interference power. This is essentially a form of spatial filtering that reduces
interference from other mobiles and thus boosts overall cell capacity. This process is
only covered briefly here to show how it affects the reverse link signals. Beamforming
is investigated and analyzed in much greater detail later in Chapter 5.

In a simulation or analysis, the true array response vector a; can be determined
for each of the mobiles in the system as shown in Section 2.4.1. For a multi-element

base station array, the received signal vector x(t) can be calculated as:

x(t) = kZ_IM Be(t)ag + n(t) (2.14)

where 3;(1) represents the signal strength from the k* mobile and n(t) represents

wide-sense stationary zero-mean Gaussian white noise with autocorrelation:

o1 7=0
Run(r) = 0 40 (2.15)
T

It is necessary to reduce the complex vector x to a scalar quantity that can be
used in the remainder of the decoding process. This can be accomplished by taking

a weighted sum of the elements of x.
T, = WX (2.16)

Each entry in the beamforming weight vector w, induces a phase shift in the
corresponding entry of the signal vector x and may also scale that quantity. If w, =
a,, then the phase shifts introduced by the antenna array and the beamforming
process will cancel each other out for mobile p. However, if the signal from another
mobile with a different array response vector is considered, the entries from each
antenna element will not be in phase with each other when they are summed in
equation (2.16). Typically, interfering signals will not add constructively, and thus the

interference from other mobiles will be greatly reduced by the beamforming process.
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If the interference is assumed to be spatially white, which will be the case for a
large number of mobiles [82], then the optimal (in terms of maximizing the output
signal-to-noise-ratio) choice of heamforming weights for the p!* mobile is to let w,
equal the true array response vector a,. However, in reality a, is not known exactly
so it is necessary to estimate suitable values for w, from the received signal data as

shown in Chapter 5.

2.5 Demodulation and Correlation

There are a number of processing steps required at the base station receiver in order
to recover the original data bits. These include demodulation, correlation, and data
decoding. This latter process is considered later in Chapter 4 due to the level of detail
required in the presentation. Note that a rectangular chip pulse shape is assumed

throughout this thesis.

2.5.1 Demodulation

After taking the inner product of the signal vector from the antenna array with the
vector of beamforming weights, the result is a scalar complex quantity z, as shown
in (2.16) which can then be demodulated. It is simpler to consider the demodulation
of the signal from a single antenna element first and then to generalize this result to

a multi-element antenna array.

2.5.1.1 Single Element Demodulation

Consider the BPSK modulated in-phase and quadrature signal components originat-

ing from the k™ mobile:

xr(t) = cos(2rft+05.(1)) (2.17)
xg,(t) = sin(2rf.t+0g,(1)) (2.18)

where 0, (t) and 6, () are the phase angles used to modulate the carrier signal and

are limited to the following values:
01,00, € {0,7} (2.19)
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Note that there should also be a scaling factor representing the signal amplitude, but
for simplicity this quantity can be ignored for the purposes of this analysis.

The combined signal can be written as:

Xp(t) = ap(t) +2q,(t) (2.20)
= cos(2r fot 4+ 0;,(1)) +sin(2x fot + 0, (1))

Now introduce a random time delay 7, which will cause a phase shift. This
quantity is due to the lack of time synchronization between the mobiles on the reverse

link and is assumed to be uniformly distributed over the interval [0, T.).

Xie(t) = cos(2rfo(t — )+ 05, (t — 7)) (2.21)

+sin(27 fo(t — 7%) + 00, (t — 71))

05, and 0, have a much lower frequency than f., so their dependence on time and

the effects of the delay 7, on these terms can be ignored during this analysis.

Xe(l) = cos(2rfult — 7o) + 01 ) + sin(27 f(t — 74) + 60,
— feos(By,) cos(2m fu(t — 7)) — sin(0r, ) sin(27 f.(t — 7))} (2.22)
+ {sin(0g,) cos (2 fo(t — 7)) + cos(0q, ) sin(27 fo(t — 7)) }
= {cos(0z,) + sin(fg, ) } cos(2m fo(t — 7))
+ {—=sin(0y,) + cos(fq, )} sin(27 f(t — 7))

Equation (2.22) can also be written in phasor format to simplify the remainder of the

analysis.

Xe(t) = Re{[{cos(0y,) + sin(0g,)} — j {—sin(05,) + cos(0g,)}]
exp(j2r £t — 7))}
= Re{[cos(0),) — j cos(lg, ) exp(j2r f.(t — 7))} (2.23)
= Re{[cos(0),) — j cos(0g, )] exp(—j2r fori) exp(j2r fut) }

Note that the sin terms in (2.23) will evaluate as zero due to the constraints given in

(2.19) and can therefore be dropped from the equation. The cos terms will evaluate

as +1.
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To demodulate the in-phase component, equation (2.23) is multiplied by cos(27 f.t)

and low-pass filtered. In complex exponential form:

cos(2r f.1) = % { exp(y2n f.t) + exp(—jZﬂ'fct)} (2.24)

This yields the final in-phase demodulated result:

Dult) = Re{leos(n) — jcostlo, )| expl(—2n ) expli2n L)
5 {exptiznfit) + expl 2210} |

= Re {% [cos(01,) — 7 cos(bg, )] exp(—jZﬂ'chk)} (2.25)

1 1
= 3 cos(0y, ) cos(2m fo1i,) — 5 cos(fg, ) sin(27 f.i)

If the time delay 7 is such that the effective phase due to the time delay is a multiple of
2w, it will be possible to recover the in-phase signal exactly. Otherwise, the quadrature
signal will contribute interference.

To demodulate the quadrature component, equation (2.23) is multiplied by sin(27 f.t)

and low-pass filtered where:

sin(2x f.t) = —j% { exp(y2n fot) — exp(—jZﬂ'fct)} (2.26)

This yields the demodulated quadrature signal:

Ugelt) = Re{lcos(0s,) —  cos(Og, )] exp(—j2x fen) exp(j2 .1
i tesp(i2n i) = expl—j2n 1)}

1., .
= Re {5 [7 cos(fy,) + cos(bg, )] exp(—]Zﬂ'chk)} (2.27)
1 1
= 3 cos(0y, ) sin(2x fo1i,) + 5 cos(fg, ) cos(2x f.mi)
Similarly, there will be interference from the in-phase component unless the phase
shift due to the time delay is an integral multiple of 2.

Note that equations (2.25) and (2.27) only represent the demodulation of a signal
from a single mobile. Consequently, it is necessary to sum the demodulation results for
each mobile in the system in order to obtain the total demodulated signal (including
interfering signals from other users). If mobile p is the user of interest, then 7, = 0

but 7 will be a uniformly distributed random variable for k # p.
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2.5.1.2 Multiple Element Demodulation

Consider a received signal from mobile k in the form of (2.23).

Xi(t) = Re{ [cos(01,) — j cos(0g, )] exp(—727 foTi) exp(jZﬂ'fct)} (2.28)

For the ¢** antenna element, there is a known phase offset ay; relative to the centre of
the array. This phase offset depends on the direction of arrival of the signal and the
geometry of the antenna array, and the value of this quantity comes directly from the
array response vector which was derived in Section 2.4.1. Thus, with this additional

phase offset the received signal at the :*" array element can be written as:
Xui(t) = Re{[cos(0),) — j cos(0g, )] (2.29)
exp(—jau) exp(—j2r f.1x) exp(jZﬂ'fct)}

Let w,; be the " entry in the beamforming weight vector for the p'* mobile which
is the mobile of interest. This represents a phase shift of the corresponding element

of the signal vector, so w,; can be written as:
Wy = exp(—jdp) (2.30)
wy = exp(Jpi) (2.31)

Thus, by combining equations (2.16), (2.29) and (2.31), the final complex quantity

to be demodulated can be obtained as:

Xp(t) = Z wm Z X]m

NA N
= ZZRe{ [cos(01,) — 7 cos(bg, )] (2.32)
i=1 k=1
exp(Jdpi) exp(—jag:) exp(—i27 foTrp) exp(jZﬂ'fct)}
Na Ny
= ZZRe{ [cos(01,) — 7 cos(bg, )]
i=1 k=1

exp(j(Gpi — axi — 27 fo7iy)) exp(j27 fot) |

X, represents the received signal vector containing signals from all of the mobiles after
having undergone beamforming with the weights for the p'* mobile. 73, represents

the relative time delay of the k* mobile’s signal when 7,, is assumed to be zero.
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Referring to equations (2.25) and (2.27), it is easy to see that the demodulated

in-phase and quadrature components should be:

1 Na N
Dp(t) = 2 Z > Brwi(t) {Cos (01,) cos(@pi — ki — 27 feTp)
=1 k=1
+ cos(fg, ) sin( ¢y — i — QFfCTkp)} (2.33)
1 Na Ny
= 3 DO Brwi(t) {ka cos(ip — i — 27 foThp)
=1 k=1

+ Cq, sin(aip — dni — 27ch7—kp)}
| Na N

Do, (1) = = Z Z Brwg(t) {— cos(0y, ) sin( ¢, — — 27 feThyp)

zlkl

+ cos(fg, ) cos(ppi — api — QFfCTkp)} (2.34)
1| Na Nu
= 522 Brw(t) {~Cu sin(@y — o — 27 fo)

=1 k=
+ Co, cos(pp — api — QFfCTkp)}

where f3j, is the received signal strength as included in equation (2.14), w;(?) is the
current Walsh chip value for the k* mobile, and €, and Cp, represent the current

in-phase and quadrature PN chip values which are £1.

2.5.2 Correlation

The basic unit of time correlation is one PN chip (7.). It is necessary to integrate
equations (2.33) and (2.34) over this time period, multiply by the current known PN
chip value for the p* mobile, and add the results together in order to obtain a PN
chip correlation value.

For the in-phase and quadrature signal components, the correlation values over

one PN chip can be evaluated as:

Na Ny

Unlr] = —Ozp 1YY Baoe(t) {Crlr] cos(dyi — ans — 27 foriy ) (T. — 7
B Crlr — 1 cos(dpi — api — 27 for )y (2.35)
+ Cq,lr]sin(¢pi — ari — 2 forip (T — 7y
+ Culr — 1]sin(dys — o — 27 fuTiy )i |
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Na Ny

UQP[T] = %CQP[T] Z Z ﬂkwk(t) {C[k [T] sin(qﬁpi — Ny — QFfCTkp)(Tc — Tkp)

=1 k=1

+ O fr — 1 sin(dp; — g — 27 feTip) Try (2.36)
+ Cq,lr] cos(@p — ani — 27 forip ) (T — Thp)
+ Co,[r — 1] cos(¢p — api — QFfCTkp)Tkp}

Adding (2.35) and (2.36) together yields the correlation value for the r** PN chip
of mobile p.

UCP[T] = U[p[r]—l-UQp[T] (237)

In the IS-95 standard, the quadrature chip values are actually delayed by half a
chip period. This feature is incorporated into the simulation methodology but is not
included here since it does not affect the basic results of the analysis.

The correlation value for each Walsh chip is found by summing the Ny = 4
correlation values for the PN chips corresponding to the current Walsh chip.

Ny —1

UWP[T] = Z UCP[TNW —I—m] (238)

m=0
If W, [-] represents the chip sequence of the n'* Walsh function, then the correlation
value of the r'* Walsh function position with the n'* Walsh function for mobile p is:

Ugp,[r,n] = i Uw,[r Ng + m]W,[m] (2.39)

The correlation quantities given by the above expression are suitable for inputs to

the decoding process as described in Chapter 4.

2.5.2.1 Background Noise Term

For simplicity, equations (2.35) and (2.36) did not include a background noise com-
ponent. The integrated thermal noise will have a zero-mean Gaussian distribution.

The variance of this distribution is relatively easy to find [76, pp. 209].

E{nQ[r]] = /OTC/OTCE[n(tl)n(tg)]dtldtg (2.40)

1. 1.
_ / / R, (11, t2)dt, dts
0 0
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where the autocorrelation of n in this situation is:

0'2 tl = tg
0 th 2 1
Substituting yields:
T
E [nz[r]] = / oldt = T.o? (2.42)
0

This variance must be scaled by 1/2 to account for the effects of demodulation.
As a result, it is only necessary to add a N(0, N4T.02/2) random variable to both
(2.35) and (2.36) to completely model the demodulation and correlation processes.
The scaling tfactor of N4 isincluded to account for the use of multiple element antenna

arrays.

2.6 Summary

This chapter has presented components of the 1S-95 reverse link required for the
system simulation model including data encoding, transmission channel parameters,
and demodulation and correlation of the received signal. Expressions for the PN and
Walsh chip correlation values were derived, including the consideration of background
noise and beamforming with multi-element antenna arrays. Additional aspects of
the communication model are covered in Chapters 3 (power control) and 4 (data
decoding). A brief introduction to beamforming with antenna arrays was included
with further details being reserved until Chapter 5.

Additional details on the actual chip-level simulation platform and implementation

process can be found in [15].
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Chapter 3

Power Estimation and Control

3.1 Introduction

Power control is an important component of a CDMA communication system. If
the ratio of the received power from a given mobile to the corresponding interference
power is too low, an unacceptably large number of errors in the data flow will occur.
Conversely, if this ratio is too high, the mobile will generate excessive interference
for other users. Therefore, it is necessary to measure the received signal power and
interference power for each user, and then to control the transmission power level for
each mobile so that a state of relative equilibrium in the system can be maintained.

This chapter outlines how the received signal and interference power levels are es-
timated for each mobile. Two types of power control methods, perfect and imperfect,
each with different advantages, are explained. The importance of power control in
the presence of correlated fading is then illustrated. Finally, the initialization of a

mobile’s call, including the initialization of its transmission power, is considered.

3.2 Related Research

Research by other individuals which is briefly reviewed here may be divided into two
basic areas. One involves developing effective and efficient power control algorithms,
whereas the other investigates the effects of imperfect power control on system perfor-

mance, which is usually, but not always, defined in terms of maximum cell capacity.
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3.2.1 Power Control Techniques

Although the power control algorithm for I5-95 has already been defined in the stan-
dard (as discussed in Section 3.4.2), it is worth reviewing some of the work that
has been performed in this particular area in order to identify any limitations of the

present design.

Zander [122] investigated the performance of optimum transmitter power control
in a cellular system to reduce cochannel interference. This method was eigenvector-
based and determined the optimum power vector which maximized the number of
successful users out of all of the mobiles who were requesting access. If the desired
carrier-to-interference ratio for a specific link could not be achieved, that link was
deemed to be inactive. Thus, this control method may really be better suited for a
TDMA or FDMA system, rather than CDMA where system performance can degrade
gracefully by relaxing the power requirements, although it could provide an upper
bound for performance in this situation. A distributed power control algorithm was
then proposed in [121] in which each base station was responsible for its own power
control, rather than using a centralized controller for the entire system. This latter
design was somewhat unrealistic and infeasible for real-time operation. Leung [53]
developed a distributed power control algorithm which included Zander’s method as
a special case, but which both converged more quickly and was less sensitive to mea-
surement errors. Finally, Wu, Wu, and Zhou [115] applied the algorithms originally
introduced by Zander to CDMA and compared outage probabilities obtained from

simulations for the different power control techniques.

Hanly [32] developed a decentralized algorithm for determining the optimum al-
location of mobiles to base stations in order to maximize system capacity. Each base
station was responsible for measuring the interference it received from all users and
then broadcasting this value to the mobiles over a control channel. In addition, if a
particular cell became congested with heavy traffic, its physical size could be reduced

and some of its mobiles handed off to adjacent base stations.

Power control and base station assignment were integrated into one algorithm
by Yates and Huang [117]. While maintaining a desired CIR (carrier-to-interference

ratio) for each mobile, it is still possible to have many different feasible assignments
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of users to base stations. Their MPA (Minimum Power Assignment) algorithm was
developed to be optimum in terms of minimizing the total transmitted uplink power.

Ariyavisitakul and Chang [3] investigated a feedback power control method which
allowed transmission power to be updated at a higher rate than that of multipath
fading. In a sequel paper, Ariyavisitakul [2] proposed a uplink power control algorithm
which depended on the signal-to-interference ratio (SIR). Simulation results showed
that when cell capacity was exceeded, users with low SIR values suffered while most
of the other mobiles were relatively unaffected. Cell capacity could only be effectively

increased by reducing the desired power control threshold for all users.

3.2.2 Effects of Imperfect Power Control

In reality, of course, it will not be possible to control the transmission power of each
mobile perfectly so that users interfere with each other only to the desired amount.
Due to measurement noise and feedback delays, the performance of the power control
algorithms will be degraded from their theoretical optimum levels. As a result, a
significant amount of research has gone into investigating the effects of imperfect
power control on system performance.

Prasad, Kegel, and Jansen [83] demonstrated the need for power control on the
reverse link of a CDMA system. This was accomplished by deriving expressions for
the outage probability and determining the maximum number of users which could be
accommodated with an outage probability of less than 1%. The cases of no power con-
trol, perfect power control, and imperfect power control with an assumed log-normal
distribution of received power and varying standard deviations were considered. A
significant increase in cell capacity was observed when either of the two power control
methods were compared against the case of no power control. When no power con-
trol feedback was used, the near-far effect resulted in nearby users generating more
interference than far away mobiles which increased the latters’ error rates and thus
decreased maximum system capacity.

Naguib [65] studied the effect of closed-loop power control on system performance
when base-station antenna arrays were used. It was found that this type of power

control could eliminate most of the channel variations. In addition, closed-loop power
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control was found to perform better with multiple antennas when the correlation
between the antenna elements decreased.

Cameron and Woerner [4] performed an analytical investigation into the effects of
imperfect power control on system capacity. This used the probability distribution
for multiple-access interference originally derived in [50] and [49], and thus did not
require the use of a Gaussian approximation which is less accurate. By comparing
imperfect and perfect power control results, it was shown that standard deviations
of 1, 1.4, and 2 dB in the F,/Ny values corresponded to capacity reductions of 15%,
30%, and 60%, respectively.

Panicker and Kumar [75] evaluated the BER performance of an indoor multipath
CDMA system with imperfections in power control, channel parameter estimation,
and PN code phase estimation. Power control imperfections were modelled by con-
sidering the received signal power to have a log-normal distribution. Variances of 1
and 2 dB in the received power were found to correspond to capacity reductions of
12.5% and 25%, respectively.

The effects of imperfect power control on system performance were investigated
by Jansen and Prasad in [39]. They found that the system was quite sensitive to small
power control errors with capacity reductions of 50-60% for a power control error of
1 dB. This seems to be excessive when compared to other researchers’ results [4] [75].

Kim and Lee [44] examined the effects of imperfect power control on PN sequence
acquisition. Determining the mean time for synchronization with a user’s PN sequence
is important, especially in a packet data type system or when hand-offs are occurring
between adjacent cells. Their analytical and simulation results showed that a standard
deviation in the power of more than 1 dB resulted in a significant increase in the mean

acquisition time.

3.3 Power Measurement

3.3.1 Power Estimation

In order to perform power control, it is necessary to estimate or measure the signal

power originating from each mobile. In addition, the interference power resulting from
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all of the other mobiles in the system must be estimated. A base station antenna
array with N4 elements is assumed here since the results of this derivation can be
reduced to the single element case simply by setting Ny = 1.

Recall equations (2.33) and (2.34), which give the demodulated in-phase and
quadrature components of the received signal for the p** mobile.

Na Ny

DL(1) = %Z S Brwn(t) {Cr, cos(ai, — bus — 27 fo7iy) (3.1)
=1 k=1
—|— CQk SiH(OéZ'p - ¢k2 - QFfCTkp)}
1 Na Ny
DQp(t) = 5 Z Z ﬂkwk(t) {_ka sin(qﬁpi — Ny — 27ch7—kp) (32)
=1 k=1

+ Cq, cos(gpi — i — QchTkp)}

B, is the received signal strength as included in equation (2.14), w;(¢) is the current
Walsh chip value for the &' mobile, and (', and Cg, represent the current in-phase
and quadrature PN chip values which are +1.

From the above equations, the received power values for the in-phase and quadra-
ture components of the £ mobile when the beamforming coefficients for the p!”

mobile are used can be easily shown to be:

Na 2
br, = iﬁz [ECOS(%—@M—?MCJ@)] (3.3)

Na 2

+ Z sin(qﬁpi — Oy — QFfCTkp)]
=1

1 Na ’
Py, = 1513 [Z sin( @y — g — QchTkp)] (3.4)
=1

Na 2

+ Z COS(qbpi — Ny — QFfCTkp)]
=1

where 37 is the received signal strength. For notational simplicity, the following term

may be defined:
1] | & i
Tpk = 5 Zsin(qﬁpi — Xy — 27ch7—kp) (35)
=1
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2

Ny
+ D cos(@pi — agi — 27 foTip)
=1

Note that Pp, and Pg,, are equal. Since the in-phase and quadrature signal
components are independent due to the differing short code PN sequences, the total

received power from mobile p will simply be the sum of the two power values.

PMp = PIpp—I_PQpp = Tppﬂ; (36)

The corresponding total interference power for the p* mobile will be:
PIP = Z (Pka + Pka) = Z Tpkﬂz (37)
k#p k#p
The power levels will vary between frames due to the updating of the beamforming
weights which affects the T, values, and will also vary within a frame due to dynamic

Rayleigh fading which affects the received signal envelopes (/3).

3.3.2 E,;/N; Ratio

In a CDMA communication system, the standard unit of power measurement is
termed the bit energy to interference and noise density ratio which, for the p'* mobile,

is defined as:

(Eb) _ P,/ Ry (3.5)

No P, /B + Njo?
where the signal and interference powers are defined in (3.6) and (3.7), respectively.
Rp is the data bit rate, B is the bandwidth of the spread CDMA signal, N4 is the
number of antenna elements in the event that beamforming at the base station is
being performed, and ¢? is the power of the background noise. The noise term must
be multiplied by the number of antenna elements to compensate for the use of an
antenna array. In addition, the scaling factors of 1/2 (from the demodulation process)
and 2 (from considering both the in-phase and quadrature components) which affect
the background noise cancel each other and have therefore not been included in the
denominator of (3.8).

It is generally desirable to adjust the transmission power of each mobile so that this

ratio is maintained at a given value. For a given coding algorithm, the expected BER
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(Bit Error Rate) for a given Ej/Ny can easily be found. Hence, once an acceptable
BER for the intended application has been defined (such as 1072 for voice calls), the

corresponding desired Fj,/Ny value will be known.

3.3.3 Voice/Data Transmission Activity Factor

In voice applications, users typically spend less than 50% of their time actually talking.
The actual percentage of time when speech is active is defined as the voice activity
factor () and is generally assumed to have a value between 0.35 and 0.45. For data
transmission applications, ¥ can be set to 1.0 to simulate full loading.

During periods of voice inactivity, there is less data to transmit since there is no
voice signal to encode and send. Thus, the data transmission rate can be reduced
by a factor of v (v = 8 for IS-95) when speech is inactive, while still maintaining
the communication link. At the same time, the transmission power level is reduced
by a factor of v so that the same F£,/Ny ratio is maintained. This feature has the
effect of reducing the average interference power to other mobiles. As a result, the
net capacity of a cell will increase.

In this thesis, periods of speech activity and inactivity are assumed to have expo-
nentially distributed lengths with mean values specified for each of these two quan-
tities. Usually, it is simplest to use the same mean value for both lengths so that a

voice activity factor of 0.5 results.

3.4 Power Control Methods

In this section, two different power control methods are discussed. They each have
their own advantages and disadvantages for analysis and simulation purposes, as will

become evident.

3.4.1 Perfect Power Control

In perfect power control, each mobile’s transmission power is set so that its corre-
sponding Fj /Ny is exactly the desired value. In actuality, since dynamic Rayleigh

fading is used, the transmission power levels are chosen such that the observed £, /Ny
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averaged over time will equal the desired value. This is accomplished by using the
mean of a squared Rayleigh random variable to represent the average effect of fading
on the power levels.

Since the Fj/Ng ratio depends on both the power received from the desired mobile
and the interference power from other mobiles, it is necessary to solve a simultaneous
system of Ny linear equations with Ny, unknowns in order to determine the appro-
priate transmission levels for each mobile. It is usually necessary to do this at the
beginning of each frame, since channel conditions typically vary from frame to frame.

From (3.8), Ey/Ny for the p'* mobile can be calculated as:

(Eb) _ P,/ Ry (3.9)

No P, /B + Njo?

where the mobile and interference powers are defined in (3.6) and (3.7), respectively.
Each (Eb/No)p in (3.9) can be set to the exact desired value. This ratio is generally
the same for each mobile so the subscript will be dropped. By rearranging this

equation, the following expression can be obtained.

Y (LN = My 3.10
(No) (B + AU”) Ry (3.10)

Substituting (3.6) and (3.7) into (3.10) and taking the expectation yields:

1

] 1 a0 ,
mT?’pE [ﬂp] ) > ToE [54 = Nyoy, (3.11)

k#p
If Pr, is the transmission power of the p" mobile, then the expected squared
received signal strength from this mobile will be:

BBl = 2p,S,8 R P, (3.12)

p

where the effects of the channel parameters (path loss, shadowing, and Rayleigh
fading) on the signal power have been taken into account. Pr, represents the unknown
quantity which must be determined. Substituting (3.12) into (3.11) produces the

following equation for the p!* mobile:

1
Y pppS L | R2] Pr, — 5 2 ToorSike (R Pr, = Nao? (3.13)

Rp (Ey/No) =
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There are Nj; unknowns (PTP,PTk) in each equation and p can take on Ny, different
values. The result is a system of Ny; equations with Ny; unknowns which can be easily
solved using Gaussian elimination.

In this system of equations, quantities are known exactly so the only perturba-
tions in the coefficients are due to the limits of numerical representation within the
computer. Consequently, the solution should not be affected by parameter measure-
ment noise which does not exist within the simulation environment. Of far greater
importance is whether or not an acceptable solution actually exists.

Either an infinite number of or no solutions will exist if there is any dependence
among the above equations. However, Tpk, pr and Sy are all random quantities in
(3.13). Consequently, it is extremely unlikely in practice that one or more of the
equations will be linearly dependent on the others.

When all of the equations are linearly independent, a single unique solution to the
system of equations will exist. If the obtained transmission power values are positive,
an acceptable solution has been found. Conversely, if the solution consists of negative
power levels, then the capacity of the cell has been exceeded and the desired level of
performance cannot be maintained for all of the mobiles.

Of course, perfect power control does not reflect reality. However, this facility
does provide a useful testing scenario for verifying error analyses that assume perfect
power control, and also permits significant computational simplifications to be made

for simulation purposes.

3.4.2 Imperfect Power Control

A more realistic power control model which is imperfect in nature involves estimating
the power received from each mobile over a set period of time, comparing this to the
measured noise and interference power, and then instructing each mobile to either
raise or lower its transmitted signal strength by some set amount based on whether
the observed Fj,/Ny ratio is below or above a specified threshold, respectively. If the
number of mobiles does not exceed the capacity of the cell, a situation of relative
equilibrium in the power levels can be attained. This method of closed-loop feedback

power control is the technique defined in the IS-95 standard and is used here in
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simulation experiments. Chang and Ariyavisitakul [5] also described a similar type of
power control method for a CDMA system and investigated how the characteristics
of a fading multipath channel affected the signal-to-interference ratio. In addition,
there is an open-loop power control algorithm included in IS-95 based on the downlink
signal strength which is designed to combat slow fading, although it is not considered
within this thesis due to the greater importance of the closed-loop feedback. The
effects of open-loop power control on capacity were investigated in [7] and [8] for

Ricean and Rayleigh fading, respectively.

The feedback control algorithm described above is imperfect in two senses. Firstly,
the average Fj, /Ny ratios will not be exactly the desired value due to the quantization
of the power adjustment step size. Secondly, there is a time delay involved in the
control process. The received power levels must initially be estimated over a period
of time. Some additional time is then required to process this data and transmit the
appropriate control directions back to each mobile. Thus, there is a definite time
lag before a mobile will actually react to its power levels being too low or too high.
In addition, there is a nonzero probability that a power control bit (which specifies
whether the transmission power should be raised or lowered) will have its value flipped

due to transmission noise.

In IS-95, the step sizes for power level adjustments have a fixed value in terms of
decibels. Thus, the power levels can only be adjusted at a constant rate, regardless of
how quickly the channel parameters are varying. An alternative is to use an adaptive
power step size such as in the power control technique proposed by Lee and Steele
[46]. In this method, previous power control bits are saved so that the mobile can
determine how quickly and in which direction the power levels are changing. If the
power levels are remaining relatively constant, the step size is small, so as not to
deviate significantly from the desired £, /Ny ratio. Conversely, if the power levels are
constantly decreasing or increasing, the power adjustment step size is increased in

magnitude so that convergence to the desired Fj,/Ny value is achieved more quickly.

As a result of this imperfect power control algorithm, the observed Fj /Ny ratios
for each mobile will tend to vary about the desired value. The degree of this variation

depends on the particular fading model which has been selected.
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Within the context of this thesis, the received power levels are measured over the
length of one power control period. Since there are 16 of these periods in each frame
for I5-95, each period has a length of 1536 PN chips. A new power control bit is

generated and transmitted at the end of each of these periods.

3.5 Fading and Power Control

When correlated Rayleigh fading is considered at the PN chip-level, it is preferable to
use imperfect power control since it is better able to track the changing received power
level within the time period of a frame. When a mobile goes into a fade, it is necessary
to instruct it to increase its transmission power to reduce the BER. Conversely, if a
mobile comes out of a fade, it must decrease its transmission power so that it does not
cause excessive interference to the other users in the system. The use of perfect power
control with correlated fading is less desirable since it is computationally expensive to
solve for the mobile transmission power levels more often than once per frame. Thus,

perfect power control cannot track correlated fading values within a frame.

Figures 3.1 through 3.4 and 3.5 through 3.8 show sample received power levels
for correlated fading at various mobile velocities for imperfect (closed-loop) power
control methods A and B, respectively. Method A has no feedback delay and zero
probability of feedback error for the power control bits, whereas method B delays the
power control bits by one power control period (1536 PN chips) with a probability of
feedback error of 10%. Note that for a given user velocity, the fading pattern is the
same for both power control methods in these examples for comparison purposes. By
comparing the two power control figures for the same mobile speed, it can be seen
that slightly larger deviations from the desired mean value (as shown by the dashed
lines) are obtained for method B relative to method A. For both of these methods,
the transmitted power was adjusted up or down by 0.5 dB in each power control
period. Figures 3.9 through 3.12 show sample power control for method C which is
identical to method A except that the power control step is 1 dB. As can be seen,
there appears to be little significant difference between the results for methods A and

C. Hence, a power control step of 0.5 dB is used almost primarily throughout the
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Figure 3.1: Correlated fading and feedback power control at 1 m/s (imperfect power

control method A)
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Figure 3.2: Correlated fading and feedback power control at 10 m/s (imperfect power

control method A)
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Figure 3.3: Correlated fading and feedback power control at 20 m/s (imperfect power
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Figure 3.10: Correlated fading and feedback power control at 10 m/s (imperfect power
control method C)
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Figure 3.12: Correlated fading and feedback power control at 30 m/s (imperfect power

control method C)
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remainder of this thesis for experiments involving imperfect power control.

A velocity of 1 m/s corresponds roughly to walking speed, whereas the remaining
velocities are primarily for vehicles (note that 10 m/s is 36 km/h). As can be seen
from Figures 3.1, 3.5, and 3.9, the closed-loop power control algorithm is rapid enough
to follow the slow rate of fading experienced with a mobile velocity of 1 m/s. As
vehicle speed increases, however, so does the rate of fading and there are greater
fluctuations in the received power levels. This illustrates the importance of encoded
bit interleaving, since enough of the redundant information in the signal will still be
available for decoding purposes. At high speeds such as 30 m/s, the user does not
remain in a particular fade for very long and this actually reduces data loss relative

to a slower speed such as 10 m/s as will be demonstrated in Chapter 4.

3.6 Power Levels and Cell Capacity

In CDMA communication systems, the intent of power control is to keep the Fj /Ny
ratio for each mobile at a specified level to guarantee a specific level of performance.
When the capacity of the cell has been exceeded, it will prove impossible to accomplish
this, as will be shown in Section 7.6. However, the system can still continue to function
with additional users by degrading gracefully. That is, if the desired FEj/Ny value is
reduced, a greater number of mobiles can be accommodated at a slightly reduced
level of performance before cell capacity is reached. By reducing Fj, /Ny gradually,
the corresponding BER will simultaneously gradually increase.

Figures 3.13 through 3.15 show the mean attainable Fj /Ny ratio from power con-
trol simulations for varying numbers of mobiles with desired £,/Ng values of 7.0, 6.5
and 6.0 dB, respectively. The solid lines indicate the mean observed values, while the
dashed lines represent one standard deviation distance from the mean. The point at
which the observed mean begins to decrease represents the maximum capacity of the
cell.

If these three graphs are superimposed on top of each other, it will be seen that
the three angled lines representing the degraded means will coincide with each other.

However, as soon as the capacity of the cell has been attained, the variance of the
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Figure 3.13: Observed power level statistics (N4 =1, ¢ = 1.0, £,/Ny = 7.0 dB)
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Ey /Ny values increases significantly, due to the inability of the power control algorithm
to maintain each mobile at the desired value. Essentially, the system loses its state of
equilibrium. This increased variance results in a significant increase in the observed
BER. Consequently, once the cell capacity has been exceeded for k£, /Ny = 7.0 dB, for
example, a better level of performance will be obtained by reducing the desired £, /Ny
to 6.5 dB rather than attempting to maintain F;/Ng = 7.0 dB for all users. This will
degrade system performance slightly, but not to the same extent as would increased
variation in the power levels. The alternative, of course, is to refuse to accept new
users once the cell has reached capacity. In simulation experiments, mobile calls will
be denied if they cannot be initialized with the desired FEj/Ny ratio due to excessive
interference. However, the topic of call admission is not a primary area of focus for

this thesis.

3.7 Call Initialization

There are a number of tasks which must be executed whenever a user begins a new
call, which include the positioning of the mobile, initialization of transmission paths,
selection of the preferred base station, and determination of the mobile’s initial trans-
mission power.

The first step is to assign random coordinates to the mobile and ensure that this
location physically falls within a valid cell. The nearest base station and its imme-
diately adjacent neighbors (in the event of a multi-cell simulation) are identified and
considered as candidates for the base station with which the mobile will communicate.

The length of the call in frames is taken from an exponential probability distribu-
tion with a specified mean.

Next, initial path loss and shadowing values are randomly determined for each of
the candidate base stations. The path loss depends upon the distances between the
mobile and the base stations and is calculated as shown in equation (2.1). The shad-
owing value is computed from equation (2.2). Based on the path loss and shadowing
values, the base station with the least attenuation in the transmission channel is se-

lected as the one with which the mobile will communicate. This may not necessarily
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be the nearest one to the mobile due to the variability introduced by the shadowing
factor.

The initial transmission power for the mobile is computed. This is accomplished
by estimating the total interference and noise power as seen by the base station when
synchronized with that particular mobile’s signal. This information is then used
together with the channel parameters to determine the initial transmission power
required to obtain the desired £, /Ny ratio. If this power level is above the maximum
possible output from the mobile, the call is denied and another attempt must be
made to reinitialize it. A count of the number of denied calls is maintained for
system performance evaluation purposes.

If Py, is the power received from the & mobile and P;,_is the interference power,

then the E,/Ny ratio is obtained from (3.8) as:

B Pw/Rs P B (3.14)
No P[k/B —|— NAO'% RB(PIk —|— BNAO'%) '

Solving (3.14) for Py, produces:

Ry(Py + BNao?) E
Py, = 5 fk; A“n)xﬁz (3.15)

The average value of the power received from the mobile can be written as:
Py, = B[R] piSiPr, (3.16)

where Pr, is the power of the signal at the transmitter (mobile) and is the quantity to
be determined. Note that it is necessary to consider the expected value of the square
of R (Rayleigh fading) since it is currently the only quantity which is a random
variable during the actual duration of a call.

Equating (3.15) and (3.16) yields:

RB(P[ —I-BNAO'Z) Eb
T N = F 72| peSiPr, (3.17)
Finally, solving (3.17) for Pr, produces:
1 RB(P[ —I-BNAO'2) Eb
Pr, = . Lo — 3.18
Ty E [RQ] kak ( B X NO ( )

44



When simulations are conducted, all of the terms on the right side of (3.18) are known,
so the initial signal power can be calculated. The amplitude of the signal envelope at
the mobile is the square root of 2Pr, .

Relative time delays between the signal from the new mobile and signals from
existing mobiles are then calculated. This is accomplished by assigning a random
absolute time delay for each mobile’s signal at each base station whenever a new
call is initialized. This time delay is a uniformly distributed random variable in the
interval [0,7,). By comparing the absolute time delay values for the mobiles, it is

simple to compute the relative time delays with respect to each mobile.

3.8 Summary

This chapter has described the methodology for performing power estimation and
control for the reverse link. To perform accurate power control in a CDMA com-
munication system, it is necessary to estimate the received signal and interference
power for each user so that a desired Fj,/Ny ratio can be maintained. Two different
power control methods were presented, perfect and imperfect. Perfect power control
is useful for simplifying the computational complexity of capacity estimation simu-
lations, as will be shown later, whereas the impertfect algorithm reflects reality more
closely. The need for power control to aid in overcoming time-correlated fading was
demonstrated with examples showing that fading for slow mobile velocities (e.g. 1
m/s) could be tracked with closed-loop power control, whereas faster vehicle speeds
resulted in fading situations which relied more upon coding and bit interleaving to
protect against data loss. When the system exceeded maximum capacity (in that
the desired Ej,/Ny ratio could not be maintained for all mobiles), the feedback power
control algorithm was seen to break down with a significant increase in the variance
of the mobiles’ Ej /Ny values. Finally, call initialization and the computation of the

initial transmission power for a new mobile was discussed.

45



Chapter 4

Data Decoding

4.1 Introduction

As discussed in Section 2.2, the 1S-95 reverse link uses a 32 x 18 array to block
interleave data after convolutional encoding with a rate 1/3 encoder. The resulting
bits are then grouped into sets of six that index one of 64 orthogonal Walsh functions,
each corresponding to a sequence of 64 Walsh chips.

To decode the received signal, correlation with each of the 64 possible Walsh chip
sequences takes place at six-bit intervals. These correlation values may then be used
as soft-decision decoding metrics.

Walsh function encoding after block interleaving causes a conventional Viterbi de-
coder [25] [103] [104] using deinterleaved bit metrics to produce suboptimal results due
to suboptimal input metrics. Other techniques for convolutional decoding do exist,
such as Fano’s sequential decoding algorithm [21], [84, pp. 475] the stack algorithm
[40], [84, pp. 477] and feedback decoding [84, pp. 480]. However, these alternative
methods are used primarily when dealing with large constraint lengths and are thus
not directly applicable to the I5-95 uplink decoding situation.

Chang et al [6] compared the performance of two orthogonal coding techniques
similar to the Walsh functions of [5-95. For bit interleaving, the soft-decision decoding
method outlined in Section 4.2.3 was used. The second method interleaved the Walsh
symbols rather than individual bits and was found to outperform the first approach

in a personal wireless communications environment, although it did not match the
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[S-95 coding standard. However, the combined decoder/deinterleaver proposed here
is different from both of these techniques. In addition, Viterbi, Viterbi, and Zehavi
[106] investigated a power-controlled CDMA system with orthogonal coding, although
this was strictly an analytical study with simplifying assumptions.

In this chapter, Section 4.2 outlines various existing Viterbi-based decoding strate-
gies and then proposes a combined soft-decision deinterleaver/decoder which provides
improved performance over conventional Viterbi decoding with deinterleaved soft-
decision bit metrics. The expected decoder performance of I5-95 cellular CDMA
with no interleaving is then derived in the following section for verification purposes.
Simulation results for the various described decoding methods are presented in Sec-
tion 4.4 and aid in showing the improvement of the new proposed algorithm over
previously-used techniques. Details of the combined deinterleaver/decoder have also

been proposed in [18].

4.2 Decoding Strategies

This section discusses various options for decoding the received signal data. The case
of no interleaving is considered first since it is the simplest and forms the basis for
the other methods. Next, the use of deinterleaved hard-decision and soft-decision bit
metric values is examined. Finally, a combined deinterleaver/decoder which provides

enhanced performance is proposed.

4.2.1 No Interleaving

For noninterleaved data, standard Viterbi decoding [104] may be applied to the Walsh
sequences by using the Walsh function correlations as metrics to evaluate surviving
paths in the trellis. Each branch between two successive nodes in the decoding trellis
has a known Walsh function value associated with it. Thus, the correlation value for
a specific Walsh function can be assigned as the metric for any branches which match
that particular function value at the given position within the frame. Since each
Walsh function represents two data bits, each state transition in the trellis outputs

two data bits instead of the usual one. This double state transition eliminates the
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need to subdivide the Walsh correlation metrics.

4.2.2 Deinterleaved Hard-Decision Bit Metrics

It a block interleaver is included in the coding process, it is necessary to generate
individual metrics for each convolutionally-encoded bit. These bit metrics can then
be deinterleaved and summed in groups of six to form deinterleaved Walsh metrics.
The result is appropriate for decoding as outlined in Section 4.2.1.

One method to generate such bit metrics is by hard-decision decoding [60, pp. 298].
At each Walsh function boundary, the Walsh function with the highest correlation
is selected as being correct. Bit metrics are then assigned based on the Hamming
distance from the binary form of the selected Walsh function. That is, bits which
match the selected Walsh function value are assigned a bit metric equal to the Walsh
correlation value, whereas nonmatching bits are assigned a bit metric of zero.

Table 4.1 illustrates a hard-decision bit metric assignment when three-bit Walsh
functions are considered. The maximum value from the upper table occurs for Walsh
function 6 (with a binary value of 110), and thus individual hard-decision bit metrics
for this particular set of bits within the frame would be set as shown in the lower
table.

This technique is suboptimal for two reasons. First, the hard-decision quantiza-
tion discards useful information. Second, since the Walsh functions are orthogonal,
the correlations for incorrect Walsh functions should be zero-mean. However, hard-
decision decoding will often cause an incorrect deinterleaved Walsh function to have
a nonzero correlation which is closer to that of the correct Walsh function. This will
increase the probability of selecting an incorrect path, thus raising the number of

decoding errors.

4.2.3 Deinterleaved Soft-Decision Bit Metrics

Soft-decision decoding is more desirable, as it generally outperforms the thresholding
of hard-decision decoding [60, pp. 297-302] and can be implemented with almost no
additional effort. For this reason, soft-decision Walsh correlation bit metrics have

typically been used in recent 15-95 performance studies [6] [37] [69] [71]. For each

48



Walsh Binary Correlation
Function | Representation Metric
0 000 6
1 001 2
2 010 7
3 011 4
4 100 1
5 101 5
6 110 8
7 111 3

Bit Bit Bit
Position | Value | Metric

0 0

0 1 8
0 0

! 1 8
0 8

2 1 0

Table 4.1: Bit metric calculation example for interleaved hard-decision decoding
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Walsh Binary Correlation

Function | Representation Metric

0 000 6

1 001 2

2 010 7

3 011 4

4 100 1

5 101 5

6 110 8

7 111 3

Bit Bit Bit Bit

Position | Value | Pattern | Metric

0 0—— 7

0 1 1—— 8

! 0 —0— 6

1 —1— 8

5 0 ——0 8

1 ——1 5

Table 4.2: Bit metric calculation example for interleaved soft-decision decoding
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specific bit value and position in the binary representation of a Walsh function, there
are 32 Walsh functions which match the given bit value at that bit position. Normally,
the largest of these 32 Walsh function correlations is assigned as the soft-decision value
for that particular bit position.

Table 4.2 contains a simple example of a bit metric assignment for the case of
eight different three-bit Walsh functions. The upper table lists the Walsh function
correlations for some position within a frame. The lower table selects the highest
correlation from among all Walsh functions which match the specified bit pattern.
Thus, individual bit metrics have been assigned for each bit value and position, and
the data sequence can be decoded using a method similar to that in Section 4.2.1.

This approach, although representing an improvement over quantized hard deci-
sions, is also suboptimal due to the loss of Walsh function orthogonality as described

in Section 4.2.2.

4.2.4 Combined Deinterleaving/Decoding

Observe that the IS-95 interleaved convolutionally-encoded bits appear in the order:
60632664 Ce bl 633665 Ce b543[)575 (41)

where the subscript denotes time. Thus, the correlation value of the first encoded
Walsh function will depend on bits {bg, b3z, bes, beg, b128, b16o}. However, for stan-
dard Viterbi decoding, the convolutionally-encoded bits must be processed in time-
sequential order (bg, by, by, ...). In the case of interleaving, as a progression is made
through the decoding trellis, the six convolutionally-encoded bits corresponding to
each pair of data bits will therefore be distributed among six different received Walsh
functions in a given frame.

As surviving paths are generated during decoding, a possible received data sig-
nal is gradually defined for each path. However, due to the interleaving, not all
bits of each received Walsh function will be simultaneously defined during decoding.
Clearly, a method of sequentially evaluating a path metric based on the correlations
of partially-specified Walsh functions is required. Instead of directly deinterleaving

bit metrics, another option is to reevaluate possible path metrics at each stage of the
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Figure 4.1: Tllustration of partially-known Walsh function metric calculation

decoding process, based on available path state information. These calculations can
be structured to be efficient in terms of computation time and delay.

There are 26 possible metrics for every six bits within a frame. If only the first
k of these six bits are known, there are 267% different matching Walsh functions. A
metric can be formed by taking the maximum Walsh correlation from among these
26=F partial matches. For example, if the first four bits are 1011, then Walsh functions
44 through 47 are potential matches (see Figure 4.1), and the maximum correlation
in this case is My (1011——) = 7. Another example using three-bit Walsh functions
is shown in Table 4.3. The differential metric denotes the difference between the
metric of the current partially-defined Walsh function and that of the Walsh function
with one less bit being defined. These differential metrics are precalculated before
decoding each frame for efficient implementation. As can be seen from the tables,
these metrics are easily calculated in a progressive manner by selecting the maximum
of the two previous matching differential metrics.

A metric value for a partially-specified Walsh function can be defined as:

Cr(P,e,b; b; >0

where b; bits have been received for the ¢ Walsh function position in path P. The
quantity, max [Cg(P,1,b;)], represents the maximum correlation for all Walsh func-

tions that share the same first b; bits in position 7 of path P.
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Binary | Metric | Differential
Form Value Metric
000 6 +0
001 2 —4
010 7 +0
011 4 -3
100 1 —4
101 5 +0
110 8 +0
111 3 -5

Binary | Metric | Differential
Form Value Metric

00— 6 —1
01— 7 +0
10— 3 -3
11— 8 +0

Binary | Metric | Differential
Form Value Metric

0—— 7 +7
1—— 8 +38

Table 4.3: Hlustration of computation of partially-known Walsh function metric values
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As the bits of a particular Walsh function become defined during decoding, the
contribution of that Walsh function to the overall path metric can be adjusted ac-
cordingly. The metric value for a surviving path P can be calculated as:

96
Mp(P) = > Mw(P,i,b) (4.3)
i=1
Note that only six Walsh functions in each path are modified at each decoding stage.
Thus, rather than reevaluating all of the summation terms in (4.3) at every stage, it
is only necessary to modify the six Myy(-) values which have changed. This can be
accomplished most efficiently simply by adding the relevant precalculated differential
metric values to the current path metric.

In this situation, it is possible that an incorrect path may temporarily have the
largest metric value partway through the decoding process. The deinterleaver/decoder
should therefore retain multiple surviving paths at each trellis node in order to reduce
the possibility of accidentally deleting the optimal path. This differs from the con-
ventional Viterbi decoder where only the best surviving path need be retained since
it is known to be optimal.

For further clarification, Figure 4.2 summarizes the basic steps of the proposed

decoding process.

4.3 Performance Bound Approximation

It is possible to estimate the BER for uncorrelated Rayleigh fading with no inter-
leaving. This can be used as a performance bound for the case of perfect (infinite)
interleaving and also for decoder verification purposes. Holtzman [34] presented a
computationally-inexpensive method for evaluating the error probability of a stan-
dard spread-spectrum system without the additional coding layer of I5-95. Jalloul
and Holtzman [38] conducted a performance analysis of the uplink of a CDMA sys-
tem with M-ary orthogonal modulation similar to the Walsh functions of I5-95 and
derived expressions for the BER, although the convolutional encoding step was not
considered. In addition, power control did not appear to be considered which meant
that the observed BER increased steadily with the number of users, instead of re-

maining constant for a given F,/Ny value. Consequently, it is necessary to derive the
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Let Ng denote the number of surviving paths to be retained.
At each decoding trellis stage and node, do the following:
1. Extend each surviving path P to form four new paths P; (1 <i <4).

2. For each new path, update the appropriate six Walsh functions with the
newly-defined bits, and reevaluate the path metric in Equation (4.3) by

adding the precalculated differential metrics.

3. Keep the best Ng paths at each trellis node.

Figure 4.2: Summary of the combined deinterleaver/decoder algorithm for the reverse

link of IS-95 with interleaving

)



expected BER for IS5-95 from first principles here, due to 1S-95’s multilevel coding
scheme.

The derivation of the Walsh function correlation statistics is postponed until Chap-
ter 6. From Section 6.2, the correct and incorrect Walsh function correlations are

Gaussian N(up,o0%) and N(uz,o07) random variables, respectively, where:

pr = 128V2rT./E[P] (4.4)

b = 0 (15)
2 _ 512 {(NM—1>T3{<1/—1>¢+1}E[P1 ! }

+ —Tcafb

3v 2

In (4.4) and (4.6), T, is the PN chip period, Ny is the number of mobiles, v is the
factor by which transmission power is reduced when no data is being transmitted,
is the voice activity factor, and o? is the background noise variance. Only the case
of a single antenna element is considered here for purposes of simplicity.

The expected received power in (4.4) and (4.6) can be calculated as shown in
equations (6.25) or (6.26) for voice activity factors of ¢» = 1.0 and ¢ < 1.0, respec-
tively.

4.3.1 Path Metrics

Consider the correct path P; and an incorrect path P, which differ in d Walsh func-
tions. It is necessary to statistically characterize the Walsh functions which are not
common to both paths. Let M; and M, represent the metric values for the dissim-
ilar portions of the two paths. Since these are simply the summation of Gaussian
random variables, M; and M will have distributions N(p1,07) = N(dp,,do?) and
N(pz,02) = N(0,do?), respectively. Their difference, M3z = My — M, will also be

Gaussian with parameters:

o = p2— 1 = —d, (4.7)
Ug = U%—I—Uf = Qddi (4.8)

The probability of the incorrect path having the higher metric value is:
P(My> M) = P(My— M, >0) = P(M;>0) (4.9)
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I DL R Gy P
= QGrfC(ﬂag) = 2erfC(QU%\/E)
4.3.2 Bit Error Rate Evaluation

The above statistics can be propagated through a standard Viterbi decoder to yield
an estimated BER. Only the noninterleaved case is considered, since an analytical
investigation of the combined deinterleaver/decoder appears intractable.

The approach in [84] [105] for obtaining an upper bound to the BER is refined
here in order to obtain an actual approximate expectation. From (4.9) and [84, pp.

159-463):

o0

> Byerfe (2—\/8) (4.10)

P =~ % ,Maw
d=dircc F
In (4.10), the minimum free distance is dee = 5 for 1S-95, 3, is a weighting coefficient
based on the number of paths and output bit errors, and d represents the distance
of an incorrect path from the correct path in terms of the number of incorrect Walsh
functions. The computation of 3y is described in Appendix A.
It should be noted that (4.10) is only an approximation due to the finite frame
length and also to the assumed statistical independence of distinct path metrics,
which is not the case in actuality since trellis branches are shared among a number of

paths. In practice, usually a maximum of only 25 terms of the summation in (4.10)

are required due to the exponential decrease of the erfc(-) term.

4.4 Simulation Results

The combined deinterleaver/decoder algorithm has been evaluated in a chip-level re-
verse link simulation of IS-95 [15], consisting of a mobile in a circular cell of radius
500 m. The probability distributions for the inputs to the Viterbi decoder in a mem-
oryless channel are derived in Section 6.2 and verified in Section 6.5. It is therefore
possible, in this instance, to generate these random values directly without requiring
PN chip-level simulation.

Figure 4.3 plots the simulated BER of memoryless Rayleigh fading for deinter-

leaved hard-decision bit metrics (Sec. 4.2.2), deinterleaved soft-decision bit metrics
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(Sec. 4.2.3), and the proposed deinterleaver/decoder (Sec. 4.2.4) with one and two sur-
viving paths being retained, respectively. Simulated noninterleaved results (Sec. 4.2.1)
and the analytically calculated BER (Sec. 4.3.2) are also included for comparison. At
low £, /Ny, incorrect path selection reduces interleaving performance, while at high
Ey /Ny, the correlated Walsh functions reduce the relative performance of the non-
interleaved system. From Figure 4.3, the combined deinterleaver/decoder with one
surviving path provides about a 1 dB improvement over soft-decision (Sec. 4.2.3) and
a 2 dB improvement over hard-decision (Sec. 4.2.3) at a BER of 107°. Retaining
two surviving paths instead of one yields another 0.5 dB improvement at the cost of

additional computational expense.

When comparing the analytical and simulated BER for no interleaving, good
agreement is obtained over the Fj, /Ny range from 3.5 to 5.5 dB. An exact correspon-
dence is not expected since there may be significant branch overlap between the longer
trellis paths which were assumed to be statistically independent in the analysis. At
lower Ej, /Ny, longer paths have a nonnegligible contribution to the summation in

(4.10), and the assumed statistical independence breaks down.

Time-correlated Rayleigh fading represents a more realistic evaluation environ-
ment for interleaving in 1S-95. These simulations were conducted at the PN chip-level
using correlated shadowed fading [56]. Figures 4.4 through 4.6 show the simulated
BER for user velocities ranging from 1 to 30 m/s with soft-decision decoding, and
combined deinterleaving/decoding with one and two surviving paths being retained
respectively. As expected, lower BERs are observed at higher velocities since the mo-
bile remains in fades for shorter periods of time. At low mobile velocities such as the
pedestrian speed of 1 m/s, however, the IS-95 closed-loop power control algorithm is
rapid enough to compensate for the slow fading as shown in Section 3.5, and a much
lower BER is thus observed. Clearly, as the decoder complexity increases, the corre-
sponding observed BER values simultaneously decrease, and the gains obtained for
the proposed decoder with correlated fading appear to be similar to those observed
for uncorrelated fading. Figure 4.7 illustrates the improvement in BER through the

introduction of interleaving for user velocities of 1 and 20 m/s in correlated fading.

Finally, Figure 4.8 shows the improvement obtained by increasing the number of
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retained paths in the proposed decoder. However, added path computations trade off
against the improved performance. From Figure 4.8, retaining two paths per node
seems beneficial, while retaining additional paths provides diminishing returns with

increased computational expense.

4.5 Summary

This chapter has discussed the various decoding options previously available for the
[5-95 reverse link, including no interleaving, deinterleaved hard-decision bit metrics,
and deinterleaved soft-decision bit metrics. The latter choice, deinterleaved soft-
decision bit metrics, has typically been the method used in previous research, due to
its ease of implementation and improved performance over the hard-decision option.
However, a combined deinterleaver/decoder has been proposed here which provides
an enhanced level of performance. An expression for the predicted BER for the case
of no interleaving was derived for verification purposes. Finally, simulation results
demonstrated the extent to which the new proposed algorithm outperforms the tradi-
tional existing decoding techniques, and indicated that the modified decoder functions
relatively well in correlated fading. In simulation experiments, the proposed decoder
with one surviving path being retained at each node provided a gain of 1 dB over
soft-decision and 2 dB over hard-decision decoding at the standard acceptable bit
error rate of 1072 for voice. Retaining two surviving paths yielded an extra 0.5 dB
of gain. As a result, the 1S-95 reverse link BER performance can be significantly
improved by using the proposed deinterleaver/decoder with no additional decoding

delay.
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Chapter 5

Digital Beamforming

5.1 Introduction

Digital beamforming can be utilized to increase the capacity of a cell [64] [67] [73]
[74]. By using a multi-element antenna array at the base station and a suitable set of
beamforming coefficients, it is possible to take a weighted sum of the antenna element
outputs which maximizes the ratio of the desired mobile’s signal power to the noise
and interference power. This is essentially a form of spatial filtering that reduces
interference from other mobiles and thus boosts overall cell capacity. Applebaum
[1], Swales et al [99], and Van Veen and Buckley [101] provide good introductions to
beamforming and its effects on increasing the number of users in a communication
system. In addition, Krim and Viberg [45] present a comprehensive general overview
of parameter estimation methods through the use of sensor array processing, including
an extensive set of references. An alternative method of increasing system capacity
instead of beamforming is to split individual cells into smaller cells or sectors. How-
ever, it can be shown [89] that this increases equipment requirements due to the

increased variability of using smaller service areas.

The array response vector a; specifies the relative phases of the :** mobile’s signal
as received at each of the N4 antenna elements. This vector is a function of the
signal’s direction of arrival and the antenna array geometry, and its derivation for a
circular array geometry was shown in Section 2.4.1. If there are a sufficient number

of mobiles in the system, the interference will be approximately white [82] and it
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will only be necessary to estimate a; in order to determine suitable beamforming
coefficients since this will maximize the output signal-to-noise-ratio (SNR) [82, pp.
185]. Currently, the received signal data in a frame is used to estimate the required

weights for the following frame.

This chapter presents an existing beamforming weight estimation technique and
investigates its application to the 1S-95 reverse link. An extension to this algorithm
is then proposed which yields significantly improved accuracy in the estimation of
beamforming coefficients. An error analysis produces expressions for the mean vectors
and covariance matrices of the estimators. These derived probability distributions
can be used later to simulate imperfect beamforming without the need to resort to
computationally expensive chip-level simulations. Finally, predicted and simulated

statistical quantities are compared to illustrate the agreement between them.

5.2 Related Research

Beamforming primarily deals with two different types of situations. Assume that there
are N4 antenna elements and N; interferers in the system. In one case, there are only
a few strong interferers with Ny < N4. In this situation, it is generally desirable to
choose the beamforming weights so that a null is formed in the direction of each of the
interferers. Thus, their contribution to the received signal will be suppressed and the
interference should ideally not affect the quality of the desired signal. This situation is
more likely to arise when dealing with TDMA or FDMA systems when there are fewer
users. Often, the goal here is to estimate the direction of arrival (DOA) of one or more
signals so that an appropriate steering vector can be computed. Two of the standard
algorithms for accomplishing this are MUSIC (MUltiple SIgnal Classification) [92] and
ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) [88]
which are eigen-based methods that identify the signal subspace from the antenna
array output data. MUSIC permits the estimation of such factors as the number of
signals and their directions of arrival. ESPRIT is applicable when the sensor array has
displacement invariance (i.e. the sensors occur in matched symmetrically displaced

pairs, as would be the case for a circular antenna array with an even number of
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elements) and offers performance and computational advantages over MUSIC. Yuen
and Friedlander [120] performed an analysis of three different versions of the ESPRIT
algorithm to derive the asymptotic variance of the estimated direction of arrival and

verified their results with numerical simulations.

Wang and Cruz [108] managed to use ESPRIT in a CDMA situation by considering
the received signal after despreading. In this instance, the data could be treated as

consisting of the desired signal and noise (from the multi-user interference) which

allowed the use of ESPRIT.

The alternative situation, which is more appropriate for CDMA, is when N; > N4
and is usually significantly greater. In this case, there are not enough degrees of
freedom available to null out all of the other interferers. However, due to the power
control facility of the CDMA system, none of the interferers should be significantly
stronger than the desired signal. Thus, in this situation, the beamforming weights are
selected to optimize some other criterion such as maximizing the signal to interference
ratio. This tends to suppress interference from other users, but not totally eliminate
it. An advantage of this approach is that it is not necessary to accurately calibrate

the antenna array which is required for direction of arrival estimation.

Liberti and Rappaport [55] investigated how capacity could be increased through
the use of base station antenna arrays. Their focus was to determine the reduction
in BER for a given number of users when antenna array processing was used. This
study was analytical in nature and considered five different specific beam patterns, one
of which was omnidirectional. Significant BER reductions were observed, especially

when sectorization and adaptive antenna techniques were combined.

Lee and Lee [47] considered adaptive array beamforming when errors were present
in the steering vector. The task of finding an optimal steering vector was formulated
as an optimization problem which used the received signal data and the probabilistic
distribution of the steering vector errors. This situation involved fewer interferers

than antenna elements.

Yu and Lee [118] investigated the statistical performance of several eigenspace-
based adaptive antenna array beamforming algorithms. However, they only consid-

ered the case where the number of interferers is less than the number of antenna
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elements.

Wax and Anu [109] analyzed the SINR (Signal-to-Interference-plus-Noise-Ratio)
at the output of the minimum variance beamformer, although this too was for the
case of fewer interferers than antenna elements. The analysis was also extended [110]
to consider the effects of steering vector errors.

A projection approach to beamforming designed to reduce beamformer sensitivity
to perturbation error and sample covariance error was presented by Feldman and
Griffiths [23]. In a following paper [22], Feldman analyzed the expected performance
of the projection method beamformer and derived an expression for the SINR when
errors were present.

The research presented within this chapter is originally based on work performed
at Stanford [64] [67] [73] [74] which is discussed in more detail in Section 5.4. In
addition, a recursive method for estimating suitable beamforming coefficients was

presented by the same authors in [70].

5.3 Maximum SNR (Perfect) Beamforming

Maximum SNR beamforming (henceforth referred to as perfect beamforming) as-
sumes that the array response vector for the mobile under consideration is known
exactly. The beamforming weights for the p mobile can then be set equal to the en-
tries of the array response vector since this set of weights will be optimum in terms of
maximizing the signal to interference and noise ratio when the interference is assumed

to be white, which will be the case for a large number of active mobiles [82].
w, = a, (5.1)

Although in actual deployment the true array response vector would not be known,
this case is useful for test purposes and for verifying error analyses that were per-
formed with simplifying assumptions. In addition, evaluating system performance
with perfect beamforming provides an upper bound to the achievable level of service.
Conversely, in reality, imperfect beamforming must be used where the beamforming

coefficients are estimated from the received signal data.
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5.4 Code-Filtering Correlation

The code-filtering correlation technique has received an extensive amount of investi-
gation from Naguib and Paulraj [64] [67] [73] [74]. In the following section, a simple
spreading of the data bits via a PN chip sequence is assumed with the actual encod-
ing process of [S-95 being considered immediately after the basic algorithm has been

explained.

5.4.1 Basic Algorithm

Let x,(?) be the received signal vector and z,[k]| be the signal vector correlated with
the PN sequence of the desired mobile over the time period of the k" Walsh chip.
Then, a, can be estimated as the principal eigenvector of the matrix Ry, — Rxx where
Rxx and Rgz are the correlation matrices of x,(¢) and z,[k] respectively [67]. Since
these matrices must be estimated from the observed data, the system performance
depends on the accuracy of these estimates. The asymptotic values of Rxx and Ry

for the p'* mobile are [67]:

Rxx = 6;apa; + Z 6zaka}; + 021 (52)
k#p
Ruz = Gyflaya’+ ) flaja; + o2l (5.3)
k#p

where (i, is the gain or spreading factor, ﬂ; represents the received signal power from
the p* mobile, and o2 is the thermal noise power.

It the gain factor GG, between the Walsh and PN chips is sufficiently large, the
array response vector can be approximated simply as the principal eigenvector of Ry,
since Gzﬂzapa; will be the dominant component of this matrix. In IS-95, however,
Gy is less than 4 as illustrated in the following section. This gain is too low to accu-
rately estimate a, using this approach. Thus, the quality of beamforming coefficients

obtained via this technique is poor.

5.4.2 Application to the IS-95 Reverse Link

This section examines the use of the code-filtering beamforming weight estimation

technique in the reverse link of 15-95 and then demonstrates why this algorithm does

67



not work well in this situation.

In the code-filtering correlation method for estimating beamforming coefficients,
the received signal vector is correlated over one PN chip to generate a set of x values.
These vectors are in turn further correlated with the desired mobile’s PN sequence

over the time period of one Walsh chip to yield z vectors.

Recall that in 1S-95, there are both in-phase and quadrature components in the
signal. Neglecting the thermal noise component for the time being, the in-phase signal

vector for the p!* mobile as correlated over one PN chip can be written as:

00 = 3O b3S B {Culrlexpl—s2n o 1 = e
F Ol — 1) expl— 27 oy
+ 70, [r] exp(—y2m foriop ) (1o — Thp) 2
+7Cq,[r — 1] GXP(—jQWfCTkp)Tkpak} (5.4)

1 )
= §C[p Zﬂkwk eXP ]27ch7—kp)ak

{CL T = ) + Colr = U
+5Co N1 = 1) + §Co, [r — iy }

where (7, and Cp, represent the current PN chip value for the &** mobile’s in-phase
and quadrature components, respectively, fj is the received signal amplitude, wy is

the current Walsh chip value, 74, is the relative time delay, and 7. is the period of
one PN chip.

Similarly, the corresponding quadrature x vector will be:

1 )
Xg,lr] = §CIP Zﬂkwk rlexp(—j2x foriy)a
{JCRINT. = ) +iChlr =Wy (55)

+ Co, I)(T. = 7ip) + Co, [r — Uy }

Recall that the Walsh and PN chip values are limited to £1 with the assumption
of equal probability. Consequently, X7, and X, can easily be seen to be zero-mean.

Let Y7, and Yy, be binary random variables where Y7, = +1 and Yg, = %1 with
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equal probability. Then equation (5.4) can be rewritten as:

1 1
X1, [r] = §ﬂpTcwp[r]ap +J §ﬂpTCYQp [r]a,

1 :
+ 3 > Brexp(—527 foriy)ay, (5.6)
k#p

(Vi [P)(Te = 7o) + Y [r —
+ 3o, (T = i) + 7Y, [r — 17 }

where the relative time delay 7,, has been set to zero with no loss of generality.

The correlation matrix of xy, [r] is defined as:
Rax = B [x,[r]x] [r]] (5.7)

When equation (5.6) is substituted into (5.7), any term containing two different Y7, or
Yy, random variables will evaluate as zero when the expected value is taken. Similarly,

any term containing the square of a Y7, or Yy, random variable will evaluate as one.
R _ 1 2T2 * 1 2T2 *
XX Zﬂp c apap + Zﬂp c apap
1 %
+ 5 2 Bl {E (1o = m)) 4 £ 7] + B (T — 7)) + E [
k#p

1 L, 1 .
= 0T+ 5 Y Baai { E LT — 7)) + Bl | (5.8)
k#p

1 1
= BT+ oY Blaa; {12 = 21.B [ry,)) + 28 |72 }
k#p

Note the following expectations for 7, which has a uniform distribution over the

interval [0, 7).

Elmn,) = =T. (5.9)

| — | —

Elg) = 17 (5.10)
Substituting (5.9) and (5.10) into (5.8) yields:

1 1 2
RXx — _62Tc2apa* + 3 Z 5133!&2 {Tc2 - T02 + _Tcz} (5‘11)
2 e Ty 3
_ 1T2 2 * 1T2 2 *
- 5 cﬂpapap + g c %ﬁkakak
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For the case of a single cell with one antenna element and perfect power control, it is
possible to predict Rxx exactly since all of the 5y values will be equal (Section 6.3).
When multiple antenna elements are used, an approximation for Rxx can be obtained
(Section 6.4).

Now consider the zj [r] vector. Recall that there are Ny = 4 PN chips for each
Walsh chip. By correlating (5.6) across the period of one Walsh chip, the following

expression is obtained.

1

zr,[r] = 3 w B, Tew,[rla, + 5= ﬁpTapZYQp
=1
+3 Z ﬂk eXP jQchTkp)ak (512)
k;ﬁp
{E/Ik - Tkp) + 1/Ik[ 1]Tkp
1= 1

+ Yo, li(T. = 7)) + Vo, [i — i }
The correlation matrix for z;, can be derived in a similar fashion as before.

RZZ — E [ZIPZ};]
1 1
= 1N2 BTa,a; + NWﬂQTzapa + - Zﬂkakak (5.13)
k;ﬁp

(Sl + £ 1) + 5] + £ 2]}

1 1 4
= —Nw(Nw + l)ﬂszapa; 4+ —Nw Z ﬂzakaz {—Tf}
1 e 3

1 1
= ZNW(NW +1)3T aya; + gNWTf > Brasa;
k#p

Assuming that all of the mobiles have identical received power levels (i.e. i is con-
stant for all k), the gain for a, relative to the array response vectors of the interferers

obtained by this correlation method can be easily seen to be:

G, ( Ny (Nyw + 1) 32T )/(%NWTC%;) (5.14)

3
= [(Nw+1) = 3.7

The accuracy of this beamforming weight estimation depends on the value of G. In

this application, (G, can be clearly seen to be too low to be of practical use. The
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Figure 5.1: Feedback correlation beamforming

noise and interference will cause significant errors in estimates of Ry, obtained from
finite sample sizes. A similar result will be obtained if the quadrature signal vectors
are correlated. However, only the in-phase case is considered here for reasons of

simplicity.

5.5 Walsh Chip Feedback Correlation

As mentioned previously, using a spreading factor of only 4, as is the case for 1S-95,
yields extremely poor estimates of the array response vectors due to the compara-
tively significant interference and noise component in R;;. However, an additional
correlation step can be performed to yield a much larger enhanced processing gain
while not modifying the IS-95 coding process and without introducing any additional
processing delay [16].

After the transmitted data bits have been recovered for a given mobile, the data
can be reencoded to reconstruct the original Walsh chip sequence, assuming that
no errors were made during the decoding process. The z;[k] vectors resulting from
correlating with the PN chip sequences can then be further correlated with the recon-
structed Walsh chip sequence to produce a correlation vector for each Walsh function.
This process is illustrated in Figure 5.1. The resulting correlation vectors can be pro-
cessed in one of two ways to obtain an array response estimate as detailed in the

following sections.
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Naguib and Paulraj [71] also considered beamforming on the 15-95 reverse link
using their code-filtering correlation algorithm. In this case, it was necessary to make
a hard decision based on the correlation values prior to Viterbi decoding as to which
Walsh function was transmitted so that an appropriate correlation vector could be
selected to update the current estimate of the correlation matrix. This approach
would likely degrade performance to some extent since there is a certain probability
that an incorrect Walsh function and correlation vector would be selected. As a result,

a greater amount of variation in the correlation matrix estimate would be expected.

5.5.1 Principal Eigenvector Approach

Let vy [r] be the correlation vector corresponding to the r** Walsh function of the
p'" mobile. By correlating (5.12) with the correct Walsh function, the following

expression can be obtained.

1 Np Nw

1 .
VIp [r] = _NFNWﬂpTCaP —I_ J §ﬂpTcaP Z Z YQp [m7 Z]

2 m=1 =1

Np
2 % > Brexp(—j2m forip )y (5.15)

m=1 ~ k#p
Ny

S Vi m (T = 7) + Vi [ — 7

=1

+ Yo, [m, i)(Te = 1) + Y, [m, i — )7, |

where T is the time period of one PN chip, Ny = 4 specifies the number of PN chips
in one Walsh chip, and Ny = 64 is the number of Walsh chips in one Walsh function
chip sequence. When the expected value of this expression is taken, all of the binary
random variables will disappear since they are zero-mean.

1
Elv,] = 5 N Nw 5, Ty (5.16)

Note that vy, unlike x7, and zp,, is not zero-mean. In a similar manner, it can easily
be shown that the correlation matrix of the in-phase vy, [r] vectors is:
1 % 1 %
Ryv = 1NVQVN%ﬂ;Tfapap + ZNWNpﬂszapap (5.17)

1 1
+ g]\/vm/]\/vFTC2 Z 6zakaz + §NwNFTCO'21
k#p
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The first term in (5.17) comes from the in-phase signal component, the second from
the quadrature component, the third represents interference from other mobiles, and
the final term originates from the background noise.

The covariance matrix for v can be easily obtained from equations (5.17) and

(5.16).

1 1 1
= ZNWNpﬂszapa; + g]\/vm/]\/vFTC2 Z 6zakaz + §NwNFTCO'21
k#p

Assuming that the received powers for each mobile are identical (which is an ap-
proximation unless perfect power control and a single antenna element are assumed),

the relative gain factor from equation (5.17) can be calculated as:

1 1 1
- Z(NWNF—I—l) - %[(4)(64)“] _ 19275

A similar result holds for the quadrature signal component.

Simulations have shown that the accuracy of the estimated beamforming weights
significantly increases when the principal eigenvector of Ryy is used to estimate the
desired array response vector instead of Ryz, which is as would be expected due to
the larger gain factor. Note that it is not necessary to subtract Ry, from Ryy in
this instance due to the high processing gain which causes the interference and noise

terms to become negligible.

5.5.2 Mean Correlation Vector Approach

Due to the large gain observed in (5.19), Ryy will be a close approximation to a rank-
one matrix. Consequently, an alternative to computing the principal eigenvector of
Ryv is to simply take the mean of the v, correlation vectors over a certain period of
time (such as one frame). This eliminates the additional computational expense of
calculating the principal eigenvector of a matrix, while simultaneously yielding esti-
mates of an equivalent level of accuracy. Wu and Wong [114] independently proposed
a similar technique in a cyclic adaptive beamforming algorithm in order to reduce

computational complexity.
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The expected value of vy, is obtained from equation (5.16).
1
Elvy,] = 5 NeNvw 3, La, (5.20)

Suppose the vy, vectors are summed over an entire frame which contains Fr = 96

Walsh functions. If this sum is termed uy,, then (5.20) produces:

1
E[ujp] = 5 FNFNwﬂpTcap (521)

which is simply a scalar multiple of the desired array response vector so this estimator
is unbiased.
[t is now necessary to rewrite equation (5.15) so that the correlation is performed

across the entire frame.

Fp Np Nw

1
ll[p[?“] = §FFNFNwﬂpTap—|-j ﬂpTapZ ZZYQPTL m Z]
n=1m=1 =1
Fr Np

+2 Z Zﬂk exp(—j27 feTrp )y (5.22)

n=1m=1 k;ép
Z{ij [n,m, o] (T, — Tkp) + Yi,. [0y m, ¢ — 17k,
+ Yo, [nym, i) (Lo = 7)) + 5V, [nymy i — 1, |

All of the Y;, and Y, random variables are mutually independent and will thus

disappear when the corresponding correlation matrix is calculated.

Rouu = E[u;pu}p]

1 1
= [ FENGNES T, + L FrNwNe BT a,a (5.23)

1 1
+ gFFNwNFTCQ E 6zakaz + §FFNwNFTCO'21
k#p

From equations (5.21) and (5.23), it is easy to see that the corresponding covariance

matrix is:

Caonu = Ruyun —F [u;p] E [u}p]

1 1
= ZFFNWNFﬂ;Tfapa; + gFFNwNFTCQ Z 6zakaz (524)
k#p

1

74



Now refer back to equation (5.21). To maintain a constant magnitude, it is nec-
essary to scale uy,. This step is primarily just important if the correlation process
is extended for an arbitrary period of time so that corresponding quantities can be
compared with each other. Define the following vector quantity.

1
S S 5.25
Wi T FpNpNwT. (5:25)

From (5.21), the mean of the above quantity can be seen to be:
1
E [W[p] = §ﬂpap (5.26)

and the corresponding covariance matrix is:

L1
6 ap p 3F NWNF%ﬂkakak
11 1,
S L S 3 5.27
TS NG Na T (5.27)

o 1
ww 4 FFNWN

= m (i Cayan + o Zﬂkakak—l—Q; I)
The initial scaling factor in equation (5.27) clearly indicates that as the sample size
for estimating the beamforming weight vector increases, the covariance matrix of
the estimate will asymptotically approach zero. For example, if the correlation were
performed over n frames, a factor of n would appear in the denominator of (5.27).
As n was allowed to go to infinity, Cww would go to zero.

Equation (5.26) indicates that the w; estimate of the array response vector is
unbiased. However, the beamforming weight vector is typically normalized to unit
length before being used, and this may introduce a bias into the results as explained in
Section 5.5.3.2, although this bias appears to be negligible and has not been observed

in simulations.

5.5.3 Normalized Mean Correlation Vector

Since the beamforming weight vector is usually normalized to unit length before being
used, it is also possible to derive the expected statistical parameters of the normalized
coefficient vector estimate. This provides for a fair comparison with the principal

eigenvector approach of Section 5.5.1 which also produces a unit vector estimate.
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5.5.3.1 Covariance Matrix

Consider the expression for wy, in (5.25) and assume that it has been normalized to

unit length. That is, define the following new quantity.

W[p ll[p
qr, = = 5.28
S v B (5.28)

The quantity in (5.28) represents the actual vector of coefficients used for beamform-
ing purposes. The covariance matrix of this estimator can be approximated by scaling
the covariance matrix for wy, in (5.27) by the reciprocal of the squared magnitude of
the expected value of wy,. This approximates the effects of the vector normalization

process.

1 4
qu ~ QCWW - _wa (5.29)

‘E [W[p] 623

When the observed covariance matrix is compared to the above predicted quantity,
an exact agreement is not observed. However, since only the direction of the beam-
forming weight vector is important and the magnitude is always unity, any variation
in the same direction as the expected value of the coefficient vector can be ignored.
By subtracting off the variation along this direction, an almost exact correspondence
between the observed and simulated covariance matrices can be obtained.

Let Cqq be the predicted covariance matrix as above and pq be the expected value
of the normalized estimate. From (5.26), yq can be seen to correspond to the array
response vector for the p** mobile.

Note that a Hermitian covariance matrix can be written in terms of its eigenvalues

and eigenvectors.
Ny
=1

For each eigenvector in the above expression, the component which lies along the

direction of y1q can be subtracted off to yield a new vector.

ui = vi— (Vipg) g (5.31)

76



The modified covariance matrix can now be written in terms of the original eigenvalues

and the adjusted eigenvectors from (5.31).
A Ny
Cqq = D Auu] (5.32)
=1

This process can be repeated using the observed covariance matrix and mean vector

from simulations so that equivalent quantities can be compared.

5.5.3.2 Mean Vector

Equation (5.26) showed that the mean correlation vector method of estimating the
beamforming weights is unbiased. However, the normalized mean vector from obser-
vations will have a magnitude slightly less than unity due to the vector normalization
for each observation. The direction of the mean vector remains unbiased though. It
will be seen that the difference in magnitude from unity is essentially negligible.

It is not possible to derive an analytical expression for the expected length of the
mean observed vector. However, a value can be obtained via numerical integration.

Consider the modified covariance matrix given in equation (5.32) for the p' mo-
bile. One of the eigenvalues of qu will be zero and its corresponding eigenvector will
be the array response vector a,, while the remaining eigenvalues will be nonzero.

Assume that the distribution of the intersection of the observed vector estimate
with the hyperplane defined by the Ny — 1 eigenvectors with nonzero eigenvalues
follows a multivariate Gaussian distribution with mean zero and covariance defined by
(5.32). In Figure 5.2, the vertical line represents the true mean, whereas the diagonal
line represents the current normalized array response vector estimate. The horizontal
line represents the distance within the defined hyperplane from the mean point to the
current vector estimate. The indicated distances shown in the diagram can be easily
derived in terms of known values. The z; quantities represent the distance along each
eigenvector axis that the current vector estimate is from the mean.

It is desired to find d in Figure 5.2 as a function of the other known values. Using

similar triangles yields:

S S (5.33)

Na—1

1—|—Z$?

=1

=
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Figure 5.2: Estimation of observed mean vector length

[N

= (1 + Nfl xf) _ (5.34)

The product of this expression and the corresponding pdf can be integrated over the

valid range of x; values to find the expected length of the mean observed vector.

/.../d(xl,...,xNA_l) [Nﬁl L e (—;;)] den,1...dv; (5.35)

i} 2ro; ;

Although this integration cannot be performed analytically, a satisfactory result can

be obtained quite easily by integrating the above expression numerically.

In practice, the covariance matrix of the normalized mean correlation vector esti-
mator is generally small enough that the mean observed vector has a magnitude only

slightly less than unity.
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5.5.4 [Effect of Rayleigh Fading

For simplicity, the above derivations for mean vectors and covariance matrices assume
the absence of Rayleigh fading. However, it is quite simple to introduce fading to the
derived expressions. Equations (5.16) and (5.26) should be multiplied by E[R] =
m, and (5.17), (5.18), and (5.27) should be multiplied by F [R*] = 2.

5.5.5 Effect of Decoding Errors

In the code-filtering correlation beamforming weight estimation algorithm, once syn-
chronization with the PN sequence of interest has been acquired, no correlation errors
were result. With the feedback correlation method, however, there is the possibility
of correlation errors occurring due to a frame’s data being decoded incorrectly. At
present, no provision against this has been included in the basic algorithm. However,
since a mobile’s array response vector does not change rapidly from frame to frame,
it should be possible to implement some form of filtering to reduce the deleterious
effects of any incorrect beamforming coefficient estimates. Another alternative would
be to disregard any frame estimates which are significantly different than the current
beamforming vector estimate.

In the previous paragraph, an assumption is made that a decoding error will have a
catastrophic effect on the beamforming estimate produced by the feedback correlation
method. However, it is not clear that this will definitely be true and this assumption
may just represent a worst-case scenario. The Walsh chip feedback correlation tech-
nique is similar to that used for decision-feedback equalization. Consequently, it may
be possible to use the upper bound on error probability decision-feedback equaliza-
tion derived by Duttweiler, Mazo, and Messerschmitt [12] to obtain a bound on the

effects of decoding errors in the feedback correlation algorithm.

5.6 Eigenvector Perturbation Analysis

It is possible to obtain an approximation for the covariance matrix of the principal
eigenvector estimator derived in Section 5.5.1. This formulation was originally devel-

oped for a similar problem involving the principal eigenvector of a real least-squares

79



matrix and is described in [13] [14] [17] [19]. An extension to this technique for
complex Hermitian matrices is presented here.

It is important to note that this analysis is also applicable to many other least-
squares type problems involving complex Hermitian matrices and is not just specific

to the beamforming problem.

5.6.1 Statistical Parameters of the Correlation Matrix

It is first necessary to consider the correlation matrix Ryyv. The expected value of
this quantity is given by equation (5.17).

Suppose the columns of va are stacked one above the other to form a vector T'yy
of dimension (N4)?. It is then possible to calculate a covariance matrix for this vector

quantity.
Civy = Eiwity] — Efivw] E[i] (5.36)
Consider the (7, )" entry in the C;,, matrix.
oij = Elltyw)i(tv)il = Bl )il E ()] (5.37)
Define the following indices for notational simplicity:

m = 2mod Ny p = jmod Ny (5.38)
n = floor (i/Ny) g = floor(j/Na)

where floor indicates the largest integer less than or equal to the given quantity. For
convenience, it is assumed that 0 <i,5 < Ny.
Now consider the first term in equation (5.37). The observed correlation matrix
is calculated as:
, 1 I
Rvw = o > vy (5.39)

F p=1
where F is the number of Walsh functions in one frame, and v represents a measured

v vector which includes a zero-mean noise perturbat