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Abstract

The world has seen explosive growth in the wireless communication area in re-
cent years, with the number of users worldwide set to top one billion in the near
future. In this ever-crowding world, wireless service providers must constantly strive
to achieve greater system capacities to handle the ever-increasing demands on their
systems, while keeping the infrastructure costs down. One of the ways a base station
can increase the number of users it can serve is through the utilization of Space Di-
vision Multiple Access (SDMA) methods using base station antenna arrays. In this
investigation we compare four antenna array geometries in a variety of scenarios in

the quest to find the array geometry that maximizes the system user capacity.

We compare four array geometries in the following steps: First, we present the
power pass through factors and the user capacity expression, which are then applied to
each of the arrays for the case of known direction-of-arrival (DOA). Second, the same
procedure is applied to the case where the DOA is estimated. In this case we assume
that the estimated DOA is represented by an unbiased Gaussian random variable with

variance given by the Cramer-Rao lower Bound. We calculate the capacity values for
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the arrays using the Monte-Carlo method, which is quite time and resource intensive
and limits the scope of the array comparisons. The results thus obtained show that

the effect of DOA estimation on the system capacities based on the CRB is small.

Third, we modify existing perturbed output SINR expression to take correlations
between the array response vector elements into account, and apply the results to
system capacity calculations. This approach is orders of magnitude faster than the
Monte-Carlo approach and the capacity results yielded by these two methods are
found to be in close agreement. Using this approach, we consider the effects of high
power interfering signals on user capacities, and we find that high DOA resolution
does not imply high user capacity or superior ability to suppress interfering signals

when the DOASs need to be estimated .
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Chapter 1

Introduction

1.1 Motivation

In our ever-evolving society, two general trends are evident: enabled by modern
technologies, people are enjoying greater freedom of movement than ever before; and
in the information age, people are more reliant on timely information than ever before.
As a result, more and more people demand ready information access on the move,

requiring mobile communication systems of ever greater data rates and user capacities.

Based on the open literature, there are four schemes for which the base station
can use to improve user capacity: time division multiple access (TDMA), frequency
division multiple access (FDMA), code division multiple access (CDMA) and space
division multiple access (SDMA). Modern systems often employ a combination of
these schemes to optimize performance. The first three techniques of improving com-

munication system capacity have been extensively studied in recent years [27] [58]



[42] [43] [3] [5]; in this thesis, our focus is on the spatial processing aspect of modern

mobile communication systems.

Spatial signal processing techniques can be applied at both the mobile user and
the base station, allowing the mobile transceiver to distinguish various base stations
or allowing the base stations to distinguish various mobile users. Due to limitations
on physical dimensions, current mobile user transceivers usually do not employ multi-
element antenna arrays, thus their spatial processing potential is limited. The base
stations, on the other hand, are able to employ large multi-element antenna arrays

and have much greater system improvement potential using spatial processing.

One important aspect of designing a mobile communication system which utilizes
an antenna array at the base station is finding the array geometry that provide the
largest system capacity while satisfying the system requirements. While there have
been some investigations into the area of antenna array geometry comparisons [8] [14]
[4] [1] [9] [18] [59], all of them have focused on the resolution ability of the arrays and
none have considered the impacts on user capacities. Thus in this thesis, we focus our
efforts on the system user capacity comparisons between different array geometries

in modern mobile communication scenarios.

1.2 Previous Works

In this thesis we compare the system user capacities for four different base station

antenna array geometries. In this section, we outline the results obtained by other



researchers in the following related areas of our research: DOA Resolution Ability,

Optimized Array Geometry and System Capacity.

1.2.1 DOA Resolution Ability

The resolution properties of antenna arrays have been extensively investigated by
many researchers. The area of research that we are interested in is the derivation
of Direction-of-Arrival (DOA) estimation performance bounds for any given array

geometry.

The theoretical performance bound studies are concerned mostly with the deriva-
tion of the Cramer Rao Lower Bound (CRB) for DOA estimation variance given an
arbitrary antenna array geometry. In the studies by Messer et al [37] as well as Mirkin
and Sibul [38], CRB expressions for azimuth and elevation angle estimates of a single

source using arbitrary two-dimensional array geometries are derived.

In Nielsen [39] as well as Goldberg and Messer [20], single source DOA estimation
CRB expressions are derived for antenna arrays of arbitrary three-dimensional ge-
ometries. In Dogandzic and Nehorai [14], CRB expressions are derived for the range,
velocity and DOA estimates of a single signal source when arbitrary 3-D antenna array
geometries are used, and it was shown that the CRBs only depend on the “moment

of inertia” of the array geometry.

Further more, in Ballance and Jaffer [6], and Bhuyan and Schultheiss [7], CRB

expressions are derived for the case where there are two signal sources in the system.



No result for systems with three or more signal sources can be found in the published

literature so far.

1.2.2 Optimized Array Geometry

The next logical step in the studies of different array geometries is the optimization
of antenna array element locations for given performance requirements. There have
been several studies in this area, and they are all concerned with the optimization of
array geometry for signal DOA resolution, often obtained through the minimization

of the Cramer-Rao Lower Bound on the DOA estimate.

Earlier studies concentrated on linear arrays, comparing the uniform linear array
to non-uniform linear arrays. A representative study is the paper by Vertatschitsch
and Haykin [59], in which linear arrays of several types are compared based on their
CRB, and it was found that while the sparse arrays achieve higher resolution than
linear arrays, they require higher SNR values for the same outlier probability. The
outlier probability is defined as the probability of an estimation error greater than
the beamwidth of the array, which is the probability that the desired signal will fall

outside the main beam of the beampattern due to DOA estimation error.

Later studies also investigated optimization of non-linear array element locations.
In Preetham and Branner [44], an optimizing method for circular arrays based on
minimum redundancy array results is shown. In Abramovich and Spencer [1], a

geometry optimizing technique that yields accurate DOA estimations of arbitrarily



correlated signal sources without compromising identifiability is presented.

In Chambers et al [8], the general expression relating the array element positions
and the CRB of the DOA estimates is derived, and it is found that the resolving
ability of an array has an expression dominated by the fourth central moment of the
array element locations, irrespective to the array aperture or the number of sensor
elements. In Dogandzic and Nehorai [14], the parameter estimation abilities of several

array geometries are compared based on their “moment of inertia” expressions.

An interesting and different approach to the optimization of array geometries for
any given parameter is through the use of genetic algorithms. The main advantage
of this approach is the parallel search capability of the genetic algorithm. In Ang,
See and Kot [4], genetic algorithms are employed to find the array geometry with the

lowest CRB.

1.2.3 System Capacity

In practical wireless communication systems, the main challenge of designing a
base station system is to increase the capacity of the system rather than pin-pointing
the locations of individual users. Existing system capacity studies can be separated
into three groups, each dealing with a different concept of capacity for a wireless

communication system.

The first concept of capacity is the information theoretic Channel Capacity defined
by Shannon [51], [52]. This capacity is the maximum information transfer possible

5



in the system and it has the units of bits/sec. For practical systems, especially
packet based communication systems, the attained system capacity or information

throughput is usually presented in units of bits/sec/Hz.

The second concept of capacity is the Static User Capacity. It is the number of
users that can be supported by the wireless system simultaneously in the steady-
state, given specific performance requirements for each of the users. In the paper by
Gilhousen et al [19] and later on in the book by Viterbi [58], the static user capacity

for a CDMA system is derived and discussed.

The third concept of capacity is the Dynamic User Capacity. This capacity is the
maximum number of users that can expect to be supported by a wireless communica-
tion system given the usage patterns of users. The usage pattern parameters include
the service request rate, service re-request model, user exiting rate, as well as user
uplink/downlink data transfer patterns. This capacity is usually referred to as the

Erlang Capacity [58].

In this thesis, we make the assumption that we are considering circuit-switched
traffic as opposed to packet-switched traffic. We also assume that we are not con-
sidering dynamic behaviors of users in wireless communication systems. Thus in this

thesis, references to Capacity mean the Static User Capacity



1.3 Summary of Contributions

The main contributions of our investigation as presented in this thesis to the study
of optimizing base station antenna array geometry for a wireless beamforming system

are:

e We identify and bridge the gap between published investigations on optimizing
antenna array geometry for DOA resolution and the requirement for greater

capacity for practical systems.

e We incorporate the effects of intrinsic limitations on DOA estimation in the cal-
culations and comparisons of capacities, enabling algorithm-independent com-

parisons between four common antenna array geometries.

e We take emerging usage patterns into account by considering the effects of
different data rates and interfering signal source distributions on the capacities

through the calculations of the Expected Power Pass-Through Factors.

e We derive the perturbed output SINR expression given correlated ARV pertur-

bations and apply the results to system capacity calculations.

e We consider the effects of increasing DOA estimation error and increasing num-

ber of high power interfering signals on the user capacities for different arrays.



1.4 Thesis Outline

This thesis has six chapters. In the first chapter we state the motivations of
this investigation, present the previous works by other researchers in related areas,
summarize the contributions of this investigation and outline the structure of this

thesis.

In the second chapter we present the background information necessary for our
investigation, including an overview of the wireless communication system structure,
DOA estimation techniques, fundamentals of antenna signal processing, as well as the

DOA estimation Cramer-Rao Lower Bound expression for arbitrary array geometries.

In the third chapter we compare the system user capacities for four antenna array
geometries, with the assumption that the desired and interfering signal directions-of-
arrival are known. User capacities for the arrays in different scenarios are calculated

and compared.

In the fourth chapter we again compare the user capacities for the four arrays,
but this time we take DOA estimation into account, and make the assumption that
the estimated DOA is an unbiased Gaussian random variable with variance given by

the DOA estimation Cramer-Rao Lower Bound.

In the fifth chapter, we derive the perturbed output SINR expression, taking into
account the correlations between the perturbed array response vector elements. We

compare this result to the uncorrelated case as well as the values obtained in Chapter



Four. We also consider the effect of increasing number of high power interfering

signals on the system capacities for the arrays.

Finally in the sixth chapter, we summarize the results obtained in this investiga-
tion, indicate possible future research directions in this area, and outline the major

conclusions drawn from the results.



Chapter 2

Background Information

2.1 Introduction

The rapidly expanding mobile communications market puts great demands on the
current wireless communications infrastructure. Each base station is required to ser-
vice a large number of users, facilitated by various signal processing techniques. As
mentioned in the last chapter, we will concentrate our effort on the spatial aspect of
signal processing for a mobile communication system. Before we present our investi-
gations, we first provide the background information on several key areas of antenna

signal processing.

10



2.1.1 Chapter Outline

In this chapter, background information on several aspects of antenna signal pro-
cessing is provided. First we present an overview of the wireless communication sys-
tem structure. Second we discuss direction-of-arrival estimation techniques. Third
we introduce the fundamentals of antenna signal processing. Then we describe the
different antenna geometries under investigation in this thesis. Finally, we outline the
DOA estimation Cramer-Rao Lower Bound expression for arbitrary array geometries.
In this thesis, we do not consider mobile communication channel impairments such as
multi-path fading or scattering, nor do we consider mutual coupling effects, as they

have been considered elsewhere [45] [60].

2.2 Wireless Communication System Overview

Virtually all communication systems have the same fundamental goal: to pass
along the most information with the least errors; modern digital wireless communica-
tion systems are no exception. In order to accomplish these objectives, digital wireless
communication systems can usually be separated into several elements as indicated

by Figure (2.1).

Given any digital input, the source encoder gets rid of redundancy in the infor-
mation bits, thus maximizing the amount of useful information transferred in the

communication system. The output of the source encoder is then processed by the

11



Source + Digital Digital T .
Data Source ! git ransmitting
Channel Signa . Modulator Antenna
Encoder Processing
Physical
Channel
Source + Digital Digital Receiving
Data Sink I Channel Signal ) Demodulator Antenna
Decoder Processing

Figure 2.1: Elements of a communication system

channel encoder, which incorporate error control information in the data to minimize

the probability of error.

The output of the channel encoder is then processed by further digital signal
processing, in order to allow simultaneous communication of many users. An example
of this would be digital beamforming, which by using the geometric properties of the
antenna array, is able to concentrate the signal powers for different users in different

desired directions, allowing more users to be served by the system.

The output is then processed by the modulator, which shifts the baseband signal
at the input of the modulator into the band-pass version at the output, due to the
bandwidth constraint of the communication system. The output of the modulator
is then fed to the transmitter antenna or antenna array, which transmits the signals

into the physical wireless channel.

On the other end of the physical channel is the receiver antenna or antenna array,

12



and the whole process is the reverse of that on the transmitting end. First the demod-
ulator down-shifts the received band-pass signal into its baseband equivalent, then
digital signal processing separates the different signals that are coming from different
users. Channel decoder detects and corrects, if possible, errors that are caused by
the effects of the physical channel; source decoder then restores the information bits
from the compressed version, resulting in information bits that are identical to the

ones that went into the transmitting end of the communication system.

As mentioned in the last chapter, we will focus on the spatial processing aspect
of the wireless communication system in this thesis. Specifically, we will focus on the
uplink base-station spatial processing of a mobile communication system, which is
part of the receiver digital signal processing block in the Figure (2.1). In the next

few sections, we will review relevant background information.

2.3 DOA Estimation Fundamentals

In this section we will discuss the received signal model and the DOA estimation
algorithms, which can be separated into two groups, the conventional algorithms and
the subspace algorithms. But before that, we introduce the concepts of array response

vectors and signal auto-correlation matriz.
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2.3.1 The Array Response Vector (ARV)

Assuming that the antenna array is composed of identical omni-directional ele-
ments, we can see that each element receives a time-delayed version of the same plane
wave. In other words, each element receives a phase-shifted version of the signal. For

instance with a uniform linear array, the relative phases are also uniformly spaced.

Direction of the wave vector k

\‘x\lncidem‘ plane wave fronts

: A2 X
O @ @ Qo Qe

.0 (1.0) 20 B0 “4.0 5.0 Element Position

0 2 3 4 5 Relative Phase
e eZ e d e d e ¢ e .

Figure 2.2: Array Response Vector for a Uniform Linear Array

The vector of relative phases is referred to as the Steering Vector. For arrays
of identical omni-directional elements, the steering vector is also referred to as the
Array Response Vector. In general, the array response vector is the response of the
array to the incident plane wave, it is a combination of the steering vector and the

responses of each individual element to the incident wave. The set of array response
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vectors corresponding to all possible directions of arrival are referred to as the Array
Manifold, which exists in N-dimensional space, N being the number of elements in

the array. The generalized steering vector expression for a three dimensional array is:
a(b, ¢) = [e 7K X1em ik X2 oikTxn]T (2.1)

where N is the number of antenna elements, k is the vector wave number of the
incident plane wave, x; = [z;,;, zi|T is the three dimensional coordinates of the i-th

element in the array and 6, ¢ are the azimuth and elevation angles respectively.

2.3.2 Signal Autocorrelation Matrices

There has been extensive research in the area of DOA estimation, and in the
following subsections we outline two important approaches to this problem: the con-
ventional methods and the subspace methods. But before we discuss the algorithms,
we first need to define two commonly used terms: the received signal autocorrelation

matrix R, and the desired signal autocorrelation matrix R;.
R, = FE[x(t)x"(t)] (2.2)
R,, = E[s(t)s"(t)]

where x(t) is the complex baseband equivalent received signal vector at the antenna
array, s(t) is the desired signal portion of x(t), H denotes the Hermitian transpose
and E[z] is the expectation operator of argument z. In reality, the expected value
cannot be obtained exactly; and estimates, such as the time average over a finite time
interval, must be used.
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2.3.3 Received Signal Model

The well-established narrow-band superposition model for the received signal,
where the signals from all signal sources and noise are added linearly to form the

received signal, can be represented as:

x(t) = A(0)s(t) + n(?) (2.3)

where x(t) is the received signal vector at time t, A(f) is the array response vector
matrix where each column represent the array response vector of a signal source, 6
is the vector of all DOAs, s(t) is the vector of the incoming plane waves from each

signal source at time t and n(t) is the additive white Gaussian noise.

2.3.4 Conventional DOA Estimation Methods

Two methods are usually classified as conventional methods: Conventional Beam-

forming Method and Capon’s Minimum Variance Method [31].

2.3.4.1 Conventional Beamforming Method

The conventional beamforming method is also referred to as the Delay-and-Sum
method. The idea is to scan across the field of interest, and whichever direction
produces the largest output power is the estimate of the desired signal’s direction.

More specifically, as the angle « is varied incrementally across the field of interest,
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the array response vector a(«) is computed and the output power of the beamformer
is:

Pepr(a) = a” ()R za(a) (2.4)
this quantity is also referred to as the Spatial Spectrum and the estimate of the true

direction of arrival is the angle o that corresponds to the peak value in the spatial

spectrum.

This method has some obvious weaknesses, one of which is resolution. An array
with only a few elements will not be able to form narrow beams and hence would not

be able to resolve sources that are close to one another.

2.3.4.2 Capon’s Minimum Variance Method

The Capon’s minimum variance method is an attempt to solve the resolution prob-
lem of the conventional beamformer. In this method, the output power is minimized
with the constraint that the gain in the desired direction remains unity. Solving this

constrained optimization problem for the weight vector [31] [49]:

_ Rpja(a)
Y = af(a)R 1a(0) (25)

and this gives the Capon’s Spatial Spectrum:

1
afl(a)R;;a(a)

(2.6)

PCapon(a) = WHRacacW =

again, the estimate of the true direction of arrival is the angle « that corresponds to
the peak value in this spectrum.
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2.3.5 Subspace Approach to DOA Estimation

The other main group of DOA estimation algorithms are called the subspace
methods. Geometrically, the received signal vectors form the received signal vector
space whose number of dimensions equal to the number of array elements N . The
received signal vector space can be separated into two parts: the signal subspace and
the noise subspace. The signal subspace is the subspace spanned by the columns of
A (@) [41], and the subspace orthogonal to the signal subspace is known as the noise
subspace. The subspace algorithms, including the MUSIC algorithm [50], exploit this

orthogonality to estimate signal DOAs.

2.3.5.1 The MUSIC Algorithm

The MUtiple SIgnal Classification (MUSIC) algorithm [50] [49] is developed by
Schmidt by noting that the desired signal array response vector is orthogonal to
the noise subspace. The signal and noise subspaces are first identified using eigen-
decomposition of the received signal covariance matrix, then the MUSIC spatial spec-

trum is computed, from which the DOAs are estimated.

The signal and noise subspaces are formed by the span of the eigenvectors of the
received signal covariance matrix, and they can by separated by the values of their

corresponding eigenvalues. The received signal covariance matrix is expressed as:
R.. = E[x(t)x"(t)] = A(Q)E[s(t)s” (t)]A"(8) + En(t)n” (t)] = AR,A" + 021
(2.7)

18



where R, = F[s(t)sf(t)] is the desired signal covariance matrix.

Eigen-decomposition of R,, will give the eigenvalues A; such that A\; > Xy >
> M > My1 = ... = Ay = 02, where k is the number of signal sources and N
is the number of array elements. The corresponding eigenvectors can be grouped
as Fy = [e1eg...6;] and E,, = [ex41...en], which spans the signal subspace and noise

subspace, respectively. The procedure of the MUSIC algorithm assumes that the

number of signal sources is less than the number of antenna elements.

Once the subspaces are determined, the DOAs of desired signals can be estimated
by calculating the MUSIC spatial spectrum over the region of interest [41]:

a'’(a)a(a)

afl (a)E,Efa(«)

Rmusic(a) = (28)

Note the a(a)s are the array response vectors calculated for all angles o within the
range of interest, whereas the a(f)s are the array response vectors for the signal
sources. Because the desired array response vectors a(f) are orthogonal to the noise
subspace, the peaks in the MUSIC spatial spectrum represent the DOA estimates for

the desired signals.

Due to the imperfections in the estimation of R,,, the noise subspace eigenvalues
will not be exactly equal to 2. They do, however, form a group around the value o2,
and can be distinguished from the signal subspace eigenvalues. Note that the separa-
tion will become more pronounced as the number of samples used in the estimation

of R,, increases.
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There are other techniques similar to the ones we have introduced here, for in-
stance the cyclic-MUSIC, ESPRIT, and extensions of MUSIC such as the Spatial
Smoothing technique as discussed by Schell and Gardner [49] and Paulraj et al [41],

but they are beyond the scope of this introduction.

2.4 Beamforming Fundamentals

With the direction of the desired signal known or estimated, the next step is to
use a spatial signal processing technique to improve the reception performance of the
receiving antenna array base on this information. Some of these spatial processing
techniques are referred to as Beamforming because they can be seen as techniques to
form beams in the beampattern in the direction of the desired signal. In this section
we will look at four beamformers: the classical beamformer, the maximum SNR beam-
former, the multiple sidelobe canceller (MSC) and the maximum SINR beamformer.

But first, we define the terms beamforming weight vector and beampattern.

2.4.1 Beamforming Weight Vector and Beampattern

As mentioned before, a beamformer is a spatial signal processor that produces an
output with an emphasized desired signal compare to the input, which is the received

signal at the array elements. It accomplishes this by applying a complex beamforming
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weight vector w = [wlwg...wN]T to the input signal vector:

y(k) = Zl w;z;(k) (2.9)

where i is the array element index and £k is the time index of the received signal sample
being considered. Different beamformers are devised to satisfy different constraints

and thus use different beamforming weights.

With the beamforming weight vector w calculated, the magnitude square of the
beamformer response r(a) = wa(a) for all directions can be computed and plotted;
this plot is referred to as the beampattern or the radiation pattern. Normally this
pattern will show a main beam in the direction of the desired signal; and if the

interference signals are considered, the beamformer may form nulls in those directions.

2.4.2 The Classical and the Maximum SNR Beamformer

In classical beamforming, the beamforming weight is set to be equal to the array
response vector of the desired signal. Because all elements of the beamforming weight
vector are pure phase shifts with magnitude one, it is also referred to as the phased
array. This beamforming weight vector produces a beampattern with the main beam

in the desired signal direction and some sidelobes in others.

An extension of the classical beamformer is the Maximum SNR beamformer. The
Maximum Signal power to Noise power Ratio (SNR) beamformer uses the weight vec-

tor with the expression wy,..svr = R, 'a(), where R,, is the noise covariance matrix.
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This beamforming weight vector gives the output with the maximum SNR when the
noise covariance matrix is known, and is equivalent to the classical beamformer when

the noise covariance matrix is a multiple of I, the identity matrix.

Although these beamformers work reasonably well in a single-source scenario, they
clearly cannot deal with interference sources in a satisfactory fashion, since only the
desired signal direction is taken into account when calculating the beamformer weight

vector.

2.4.3 The Multiple Sidelobe Canceller and the Maximum

SINR Beamformer

When there is more than one user in the communication system, we often would
like to suppress the interfering signals in addition to noise using signal processing.
There are some intuitive methods to accomplish this, for example, the Multiple Side-
lobe Canceller (MSC) [57]. The basic idea of the MSC is as follows: calculate the
conventional beamforming weight vectors for each of the signal sources, then the final
beamforming weight vector is the linear combination of the conventional beamforming

weight vectors such that the interference components are eliminated.

This method has some limitations. For instance, when the number of interfering
signals is large, this beamformer cannot cancel all of them adequately, and can result
in significant gain for the noise component [57]. The solution to these limitations is a
statistically optimal maximum SINR beamformer which maximizes the output signal
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to interference and noise power ratio.

Recall that the output vector of the beamformer is y = w¥x = w#(s + i+ n),
where s is the desired component, i is the interference component and n is the noise
component of the baseband received signal vector. Based on that, the output SINR
expression is:

wh E[ssf|w wiR,w

SINR = = (2.10)

wHE[li+n/lw  wlQuw

. 21 - . . . .
where Q;,, = E[|i + n|°] is the interference-plus-noise covariance matrix.

With appropriate factorisation of Q;, and manipulation of the SINR expression,
the maximization problem can be recognized as an eigen-decomposition problem. The

expression for w that would maximize the SINR is found to be [53]:

WnazSINR — Z_nla(Q) (211)

This is the statistical optimal solution in maximizing the output SINR in an interfer-
ence plus noise environment, but it requires the computationally-intensive inversion
of Q;,, which may be problematic when the number of elements in the antenna array

is large.

There are other beamforming approaches, for instance the Linearly Constrained
Minimum Variance beamforming and adaptive beamforming methods [57], but they

are beyond the scope of our discussion here.
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2.5 Antenna Array (Geometries

In this section we describe the different array geometries that will be investigated
in this thesis. But before we present them, we need to be familiar with the concept

of array aperture.

2.5.1 Array Aperture

Array aperture is the size of the array, it determines the maximum array gain
achievable - the theoretical maximum array gain is proportional to the array aperture
[31]. A competing concern is that when the array elements are too far apart, unde-
sirable grating lobes and nulls can form in the beampattern and the performance of
the array will be degraded. Ambiguity problems with directions of arrival estima-
tion can also arise. Balancing these two constraints results in the commonly used
half-wavelength spacing, which does not have ambiguity or grating problems. In our
discussions we denote the dimensions in units of half-wavelength. For instance, the

distance between elements located at (0,0) and (1,0) is half-wavelength.

An approach to increase the aperture of the array without creating ambiguity or
grating problems is to use a non-uniform array geometry. One of these arrays is called
the Golomb array, whose performance will be compared to several other uniformly

spaced arrays, all of which have six elements.
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2.5.2 Uniformly Spaced Arrays

In this section we introduce three popular configurations of antenna arrays: the
Uniform Linear Array (ULA), the Uniform Circular Array (UCA) and the Uniform
Triangular Array (UTA), they are depicted in Figure (2.3). Note that we refer to the

x-axis in Figure (2.3) as the reference azis.

The uniform linear array is the simplest array for analysis, and is extensively used
in many antenna array applications. We include the ULA in our comparison because
it may find future application in antenna arrays located at the mobile receiver, as
well as for reference purposes. The ULA is represented by the coordinates (0,0) to

(5,0).

Another array geometry popular in the open literature is the uniform circular
array. This configuration has the advantage that the performance is asymptotically
uniform across all azimuth angles as the number of elements increases. The distance

between each consecutive pair of elements along the circumference is half-wavelength.

The last uniform array that we consider is the uniform triangular array. Trian-
gular arrays are of interest because often in real-life mobile communication system
implementations, a base station’s coverage area is sectored into three zones covering
120 degrees each. Each of these sectors would be faced by a uniform linear array. In
order to distinguish from the ULA, we consider the case where elements on all three
sides are taken into account; thus the array has three elements on each side for a total
of six elements.
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2.5.3 The Golomb Array

A Golomb array is an array defined by the Golomb sequence [8]: the integer
sequence [0 = a; < ay < ... < ayy) such that (a; — a;) # (ax — a;) unless i = k and j
= [. The motivation for this array geometry is to enlarge the aperture of the array
by increasing the spacings between most of the elements, while at the same time
retain some small spacings to eliminate ambiguity in DOA estimation. A Golomb
array has non-repeating inter-elemental distances amongst its elements, resulting in
a large array aperture. The Golomb sequences for three to fifteen elements are listed
in the paper by Chambers et al [8], and the six-element sequence we consider is the

[0,1,4,10,12,17] sequence, which is depicted in Figure (2.4).

An related type of arrays is the Minimum Redundancy Arrays [8], which have
consecutive but possibly repeated inter-elemental distances, compared to the Golomb
arrays which have non-repeating inter-elemental distances. A restricted minimum
redundancy array is an array defined by the integer sequence [0 = a1 < a3 < ... < ay]
such that all positive integers [1,2,...,L = a,] can be formed by (a; — a;) where
{1<i<M;1<j<M,j#i}. A general minimum redundancy array is the same
as an restricted minimum redundancy array except that L < a,,. Due to time and
space constraints, considerations for the minimum redundancy arrays are beyond the

scope of this thesis.
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2.6 Cramer Rao Lower Bound (CRB)

In the previous sections, we described DOA estimation and beamforming methods,
as well as several basic array geometries. Now we wish to compare the performances
of the various arrays. We want to compare the arrays in an algorithm-independent
way, because specific algorithms may exploit special properties of certain geometries
and thus performance comparisons using any given algorithm cannot be considered

conclusive.

One way to compare the different arrays more objectively is to compare the the-
oretical performance bounds, the most popular of which is the Cramer Rao Lower
Bound. In the book “Fundamentals of Statistical Signal Processing - Estimation The-
ory” by Kay [25], there are detailed discussions as well as derivations of the CRB for
various scenarios. The two scenarios that are useful here are the vector parameter
CRB and the general Gaussian CRB, which are briefly described in the following
subsection. We then present the CRB expression for DOA estimation variance for
an arbitrary three-dimensional array, the derivation of the expression is presented in

Appendix A.
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2.6.1 Vector Parameter and General Gaussian Cramer Rao

Lower Bound

The Cramer Rao Lower Bound is the variance lower bound of the unbiased esti-
mator of a parameter or parameter vector. For the case where a vector of parameters
0 =1[6:,62,...,0,] is to be estimated from the data vector x[n] = s[n; 8] + w[n]|, where
w(n| represents additive white Gaussian noise, the CRB for the # estimates are de-

scribed as:

var(8;) > [I71(0)] = CRB(6;) (2.12)

where éz is the estimate of the i-th element of the parameter vector §, and I~} is the

inverse of the ¢-by-q Fisher Information Matriz, defined by the following expression:

lnp(x; 0)

X6)l = ~E[ g g

] (2.13)

for 7,7 = 1...q. The derivative is evaluated at the true values of #, and the expectation
is taken with respect to p(x; f), the probability distribution function of x given §. Note

that we assume the PDF satisfies regularity conditions, as described in [25].

If the observed data vector is Gaussian distributed with mean vector p(#) and
covariance matrix C(f), as represented by x ~ N (u(8), C(f)), then it can be shown
that the (i,j)th element of the Fisher information matrix is given by the following

expression [25]:

1@ = (2a2 e @282+ Zric 0 el o 0 2
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where

)1
a6,
[u@8)]2
ou@) _ a0, (2.15)
00, ) '
Alu(0)]n
L 9,
and
oC(0) I[C(0)];;
— 2.1

The inverse of the Fisher information matrix gives the Cramer Rao bound.

2.6.2 CRB for the Azimuth and Elevation DOA Estimates

In the paper by Chambers et al [8], the CRB for the Azimuth and Elevation DOA
estimation variances for arbitrary three-dimensional array geometries are given by

the following expressions:

| + ASNR AV,
B =
CRBO) = S [(ASNRE AV, AV.. — AVZ
1+ ASNR AV,
CRB(¢) = — (2.17)

~ 2M(ASNR)? AV,,AV,, — AV2,

where ASNR is the Antenna Signal to Noise Ratio, M is the number of array elements
and AV,, = AV,, = %2% AV, = %5% and AV,, = %222 where a is the

normalized ARV of the desired signal. The proof of Equation (2.17) is shown in

Appendix A.
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2.7 Chapter Summary

We introduced some background information on several aspects of antenna signal
processing in this chapter. First we discussed the Direction-of-Arrival estimation
techniques; secondly we introduced the fundamentals of antenna signal processing;
thirdly we showed the different antenna geometries under investigation in this thesis;
finally, we presented the DOA estimation Cramer-Rao Lower Bound expressions for
general three-dimensional arrays as found in [8]. In the next chapter, we will discuss

the comparisons in more detail.
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Chapter 3

Antenna Array Geometry Comparison

with Known DOAs

3.1 Introduction

Of the various approaches that are available to increase the performance of a
wireless communication system, the effects of different antenna array geometries have
been largely neglected by the research community. Most of the results available in
this area are piece meal and lack systematic analysis. In addition, the investigations
have been mostly in the area of direction of arrival estimation comparisons rather

than system performance comparisons in practical scenarios.

In this chapter we compare the uplink performances of the four six-element an-
tenna arrays introduced in the last chapter: the uniform linear array (ULA), the
Golomb array, the uniform circular array (UCA) and the uniform triangular array
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(UTA). We will compare the capacities of the arrays in two different scenarios, em-
ploying the maximum SNR and the maximum SINR beamformers which were de-

scribed in the last chapter.

The two scenarios being considered are the Identical Users scenario and the Multi-
Rate Users scenario. In the first scenario, all users have the same received power level
at the antenna array due to power control schemes to combat near-far effects. The
near-far effect occurs when a user close to the base station over-powers the other
users due to the lower path-loss experienced. An example case of the Identical Users
scenario would be 2G wireless communication systems consisting of cellular phone
users only. In the Multi-Rate Users scenario, although the power control scheme is
still in place, some users have higher power levels to facilitate higher data rates. An
example of this would be in 2.5G or 3G multi-media wireless services, where the power

levels adapt to different data rate requirements.

3.1.1 Assumptions

We make several assumptions in this thesis in order to reduce the problem of array

performance comparison to a more manageable complexity.

First of all we assume that the dimensions of the antenna arrays are small com-
pared to the distances from the mobile signal sources, which means that we do not
deal with near-field effects and assume the incoming waveforms are plane waves. We

also assume that the signal are narrowband signals, whose signal bandwidth is small
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compared to the carrier frequency. In other words, the signal envelope is essentially

constant as the incident wavefronts pass through the array.

Secondly we assume that perfect power control is in place to combat the near-
far problem and there is out-of-sector but no out-of-cell interference present. This
is desirable since considering out-of-cell interference power distribution in a power
control situation greatly complicates the problem. By making this assumption, the
uplink system capacities obtained will be slightly increased from the case where there
are out-of-cell interferences present, but the relative performances of the arrays should
be relatively stable, because all array are subject to similar change in interference

power level.

Thirdly we assume that the idealized wireless system coverage area can be con-
sidered as a large flat plane, with users uniformly distributed on the surface. The
communication coverage of such a scenario is most often provided by a system of base
stations each with a hexagonal coverage area. Based on these assumptions, we can
further assume that the angular distribution of users are uniform. This means that
we can consider the system as having users uniformly distributed along the circum-
ference of a circle with the base station at its center. This assumption is reasonable
since the hexagonal cell shape is roughly equivalent to a circular cell shape, where
each arc-section of equal arc length has the same area. Thus uniform distribution
of users under perfect power control in a hexagonal cell can be roughly represented
by uniform distribution of users along the circumference of a circle around the base
station.
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Fourthly, we assume that line-of-sight paths exist between the antenna array and
all users, and exclude effects such as mutual coupling, scattering and multi-path
fading from consideration because we want to concentrate on the comparison between
different array geometries. The effects aforementioned have been studied [12] [60], and
can be integrated with the results of this research, but that is beyond the scope of

this thesis.

Finally, in this chapter we additionally assume that the signal and interference
DOAs are known exactly. Although for mobile communication systems the DOAs
must be estimated from the received signals, for certain types of wireless systems the
locations of the users may be known. For instance, some wireless systems are de-
signed to provide fixed-location broadband services to homes in remote or developing
areas. For these systems the user receiver locations would be known in advance. This
assumption is valid in this chapter only, whereas the previous assumptions are valid

throughout this thesis.

3.1.2 Chapter Outline

In this chapter we investigate the effects of several base station antenna array ge-
ometries on the performance of a wireless communication system, with the assumption

that the signal and interference directions of arrival are known.

In the second section we consider the Identical Users scenario, where all users

under consideration occupy the same time-frequency channel, but different spatial
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locations. We calculate the beamforming user capacities for the different arrays using
IS-95 CDMA system parameters. In the third section we consider the Multi-Rate
Users scenario, where high-power users exist in the system. Interference suppression
prevents the severe degradation in the communication channel for the other users in

this scenario, and we again calculate the capacities of the different arrays.

In each of the scenarios, we consider three user distribution cases. In the 120/120
case, the desired user as well as the interfering users are uniformly distributed in a 120-
degree sector. This can be used to model a suburban base station deployment where
most users are located within a range of angles to the antenna array. In the 360/360
case, all users are uniformly distributed throughout 360 degrees. This is typical of
an urban base station deployment. In between these two types is the 120/360 case,
where the desired user is located within a 120-degree sector but the interfering signals
come from all directions. This models the urban deployment with sectored coverage

areas while taking out-of-sector interference into account.

3.2 Identical Users Scenario

In this section we consider the system capacities where all users generate the same
incident power on the base station antenna array. We first plot the radiation beam-
patterns of the arrays, then we outline the Power Pass-Through Factor expressions
and calculate their values, and finally we compare the system capacities of the four
antenna arrays.
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3.2.1 Radiation Patterns

We first plot and compare the radiation patterns of the arrays, since the main
beam width and side lobe levels can often give us intuitive ideas on certain aspects

of array performances, such as the ability to resolve two closely located users.

In the identical users scenario, the number of interfering users is much larger than
the number of antenna array elements, and they cannot be individually suppressed
by the maximum SINR beamformer. Thus in this case we use the maximum SNR
beamformer and treat the interfering signals as part of the noise. As an example, the
beampatterns generated by the arrays using the maximum SNR beamforming weight
vector when the desired signal is located at 30 degrees off the reference x-axis are

shown in Figure (3.1).

From Figure (3.1), we can observe that the Golomb array produces a pattern with
the narrowest beams. This is expected since the Golomb array has the largest aperture
of all the arrays considered. This allows for pinpoint interference suppression, but
the nulls are not very deep. For some of the other arrays the nulls are deeper, but the
side lobes are quite wide. Thus we cannot draw definite conclusions on the relative
performances between the arrays from the radiation patterns. Instead we need to
compare the user capacities allowed by each array geometry. But before we calculate
and compare the capacities of the four array geometries, we need to introduce the

term power pass-through factor.
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Figure 3.1: Maximum SNR beam patterns for four antenna array geometries for a

desired signal at 30 degrees off the reference axis

3.2.2 Power Pass-Through Factor (PPTF)

In order for a user to communicate reliably in a digital wireless system, a certain
energy per bit to noise ratio level must be obtained. The relationship between the
incident signal power, the data transmission rate, the noise power and the energy per
bit to noise ratio in the interference-free, single antenna element case is given by the
following expression [13]:

By Psignat/ Raata

where Pjignq is the incident signal power, Rgq, is the data transmission rate, o2 is

the noise power spectral density equal to k7 sysem, the product of the Boltzmann’s

constant £ and the system noise temperature Tyssem, and % is the energy per bit to
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noise ratio.

Now we consider the antenna array case. Due to our assumed perfect power
control, the received signal strength from each user is the same. Thus the total
received interference power is Pipter ference = ZkM:_ll qb}'c"tPsigml, where Pj;gna is the
incident power from each user, M is the total number of users and the Power Pass-
Through Factor ¢i™ is the ratio of interference power from the k-th interference source
that is passed through by the beamforming weight vector to the incident interference
power from the k-th interference source. Taking the expected value of the above
equation gives the expected received interference power Pii—copectea = E[O (M —
1) Pyignai- By the same token, the expected received desired signal power is Pyegirea =
E[¢%sred] Py nar, where E[¢%5¢d] is the expected power pass-through factor for the

desired signal.

The interference power spectral density Pini—egpected/ BW is treated like noise and

substituted into the ]];3,—'; expression:

& — E[¢d65ired]Psignal/Rdata
N, E[¢}c"t](M - l)Psignal/BW + Nyo?

(3.2)

where BW is the communication bandwidth and /N4 is the number of antenna ele-

ments.

3.2.3 Expected Power Pass-Through Factor Calculations

In this subsection we calculate the expected interference power pass-through factor
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E[¢i] and the expected desired power pass-through factor E[¢%5¢?] for the different

arrays.

Recall that the beamforming weight vector for the maximum SNR beamformer
when the desired signal is located at angle 6 is w = R 'a(f), where R, is the noise
covariance matrix and a(f) is the array response vector of the desired signal. When
the noise is uncorrelated and white, R,, = ¢?I. Since a constant scalar factor does

not effect the output SNR of the beamformer, we ignore the constant factor and let

w = a(f).

The ratio of signal power from direction 6, at the output of the maximum SNR
beamformer to the incident signal power from 6, when the desired signal is at Ogesired,
is O (O, Ogesired) = ‘WH (Odesirea)a(Or) ‘2. The expected power pass-through factor for
users with interfering signal DOA distribution f(), when the beamforming weight

vector is W(fgesireq) can be written as:

E[(/b?gnt(eka odesired)] = / f(ek) "NH(edesired)a(ek)‘2 dek (33)

range—of—0

where 6, is the DOA of interfering user £ and 64404 is the DOA of the desired user.

Due to the assumption of coverage area in the array plane and uniform angular
distribution of interfering users, the value of E[¢i"] for each array can be calculated
by integrating the radiation pattern over the DOA range under consideration for a

given desired user DOA Oycsireq-

X 1 b2 2
E9k [d)znt(ek’ edesired)] = 7/9 WH(edesired)a(gk)‘ dek (34)

(02 - 91) 1
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for any given fesireq- The discrete DOA version of Equation (3.4) is:

1 02

S W Buesirea)al(0h)| (3.5)

Ey, [0 Ok, Odesired)] = M
0,—01

for any given Besirea-

As reference, we plot the expected interference power pass-through factor value
versus the desired signal DOA in Figures (3.2), (3.3) and (3.4), which show the angular

variations in performance for each of the arrays.
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Figure 3.2: Expected Interference Power Pass-Through Factor vs the Desired Signal

DOA for the 120/120 scenario

For 360/360 coverage, 6; is 0 and 6 is 360 degrees, and all signal sources are
assumed to have uniform position distribution inside this range. For 120/120 coverage,
6, is 30 and 6, is 150 degrees for both 6 and 4esireq- For 120/360 coverage, range of

Odesirea 1s [30, 150] degrees and range of 0y is [0, 360] degrees.
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DOA for the 120/360 scenario
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Figure 3.4: Expected Interference Power Pass-Through Factor vs the Desired Signal

DOA for the 360/360 scenario
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The other important factor required is the expected desired signal power pass-
through factor, which is given by the following expression due to the assumption of

known directions of arrival:

Ey, [0%°7° (Odesirea)] = ‘WH(edesired)a(edesired)‘2 = ‘aH(edesired)a(Hdesired)‘2 = N3
(3.6)
for any given @4esireq, Where the maximum SNR beamforming weight vector w, as we
recall, is equal to the array response vector a(fgesireq) due to assumption of uncorre-

lated AWGN at the array elements.

3.2.4 System Capacity Calculations

Recall that the relationship between the required energy-per-bit-to-noise ratio,
the incident signal power, the noise power level, the data rate, the communication
bandwidth and the mean expected power pass-through factors for both the desired

and interfering signal sources is given by the following equation:

@ _ E[¢d€5"ed]Psignal/Rdata (3 7)
No Eek [d);cnt (M - 1)Psignal/BW + NAO}% '

Given the system parameters %, Ryata, BW, 0, and Py;gna, the capacity of an

antenna array is given by the largest M that yields satisfactory 1%

For instance, the IS-95 system has the following parameter values [47]: R, is
9600bps, BW is 1.2288MHz, o2 is 2.025E-21, and the average uplink carrier frequency

is 836.5 MHz. In addition we assume that the power control is such that all incident
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power at the array is the same as the incident power due to a 1ImW transmitter at a

distance of 5km.

For the bit error rate of 0.001, the required % is 7dB, or a factor of approximately
5.012. Also recall that the number of antenna elements N4 is 6 for all of the arrays
under consideration. Substituting these values as well as the power pass-through fac-
tors for each Oyesireq into Equation (3.7), we obtain the capacity value for each Qcsireq-
Averaging over all O4.-eq and the resulting mean capacity values are summarized in

the Table (3.1). As reference, for the single element case the capacity is found to be

26.

Array ULA Golomb UCA UTA
Capacity(120/120) 145.1405 | 148.5785 | 71.7603 | 63.0992

ratio to ULA capacity | 1.0000 1.0237 0.4944 0.4347
Capacity(120/360) 181.4380 | 157.9421 | 124.0496 | 133.9091

ratio to ULA capacity || 1.0000 0.8705 0.6837 0.7380
Capacity(360/360) 146.4833 | 143.4444 | 124.1500 | 133.8667

ratio to ULA capacity | 1.0000 0.9793 0.8475 0.9139

Table 3.1: The mean capacities for the identical users scenario

The results obtained here are used as the base line numbers to calculate the

incident SNR in the multi-rate users scenario for the calculation of the maximum

SINR beamforming weight vector.
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Intuitively, because linear arrays have larger one-dimensional apertures, they are
expected to perform better than the two-dimensional arrays for a range of angles
along the broad side. This is apparent for the 120/120 and 120/360 scenarios, where
the desired signal is confined to the 120-degree arc on the broad side. When the range
of coverage is expanded, the advantage of the linear arrays is reduced because the
end-fire directions are now taken into account, whereas the two-dimensional arrays

UCA and UTA have relatively consistent performances in all directions.

From Table (3.1), we can see that this is indeed the case. For the 120/120 scenar-
ios, the linear arrays have a large advantage over the circular and triangular arrays,
where the Golomb array performs marginally better than the ULA. As the cover-
age angle range extends to the 360/360 scenario, the arrays have more comparable

performances.

3.3 Multi-Rate Users Scenario

Next-generation wireless communication systems require multi-rate services to
provide multi-media contents or video phones. In this type of system, some users in
the coverage area require higher data rates than others, and one way to accomplish
this is for them to operate at a higher power level, due to the requirement of constant
energy-per-bit-to-noise-ratio. The relationship between the desired signal power level,
the energy-per-bit-to-noise-ratio and the data rate is shown by the Equation (3.2).
Therefore given the constant % constraint, user signal powers need to be proportional
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to the data rates. In this section, we consider the case where the system needs to

support some users at 100 times the normal data rate.

Due to the presence of these few high power users, the performance of the system
using the maximum SNR beamformer would be severely degraded, and it is neces-
sary to suppress these high power interfering signals individually. The statistically
optimum way to accomplish this is the maximum SINR beamformer, and in this sec-
tion we examine the performances of each of the array geometries when utilizing the

maximum SINR beamformer.

3.3.1 Radiation Patterns

We again plot the radiation patterns first to obtain a qualitative comparison be-
tween the interference suppression characteristics of each of the arrays using the
maximum SINR beamformer. For this purpose, we look at an example case where a
desired signal is at 70 degrees and five high power interfering signals are at 60, 80, 100,
120 and 140 degrees off the reference x-axis, respectively. All high power interfering
signal sources have the same incident power at the array which is one hundred times
the desired user incident power level, corresponding to a one-hundred-fold increase in

data transfer rate.

From Figure (3.5), we can see that the Golomb array is the only array that can
produce nulls at all interfering signal directions as well as a peak at the desired signal

direction. The ULA is able to form nulls for the interferers that are away from the
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Figure 3.5: Maximum SINR beam patterns when the desired signal is at 70 degrees

and the five interfering signals are at 60, 80, 100, 120 and 140 degrees off the reference

X-axis

desired signal direction, but not for the ones that are close. This can be explained
by the larger aperture of the the Golomb array, which has higher spatial resolution.

The ULA does produce deeper nulls, however.

3.3.2 Expected Power Pass-Through Factor Calculations

The next step in the array performance comparison is the calculation of the Ezpected
Interference Power Pass-Through Factor. In the multi-rate users scenario, the factors
for the low power interfering signals and high power interfering signals are calculated

separately. This is necessary since the power levels are different and must be taken
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into account when calculating the expected interference power, and Equation (3.7) is

extended to account for this consideration:

Eb E[¢d68ired]Psignal/Rdam
N 3.8
N, (3.8)
. Mpyp )
F[¢2nt](M -1- Mhp)PsignaL+ Z E[d)%t]Php /BW + NAUT%
. hp=1

low—power —inter ference

high—power—inter ference

The procedure to calculate the mean expected power pass-through factor (PPTF)
values for the low power interfering signals is much the same as the identical users
scenario, but the PPTF for the desired signal DOA is no longer 36 due to the need
to suppress high power interfering signals. In other words, the desired signal PPTF
is a function of the high power interfering signal DOAs, because the maximum SINR
weight vector is a function of both the desired signal DOA and the high power in-
terfering signal DOAs. The high power interfering signal PPTF must be calculated
this way as well. Thus for each new set of DOAS [fgesired, nighpower], n€w beamform-
ing weight vector is calculated and the PPTF for desired and high power interfering
signals are calculated individually. Note that ©pighpower is the vector of 8y, the high

power interfering signal DOAs.

The low power interfering signal PPTF expression for the case with only one high

power interfering signal present is written as:

2
W (Oucsired: Onp)a(0k)| O (3.9)

) 1 02
E mteagesireaa = /
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for given Ogesirea and Opy, where w = Q) (Onp)a(Quesirea); @(0aesirea) is the array re-
sponse vector of the desired signal and Q;,(6r,) is the interference plus noise covari-
ance matrix when the DOA of the high-power interfering signal is p,. The general
expression for the interference plus noise covariance matrix is given by Equation

(3.10).

Miow—power Mhpigh—power
Qin = Psignal Z ajaf + Php Z a,-aiH + o’I (310)
J 7
Mhpigh—power
Py > aal +0°1

i

Q

The discrete version of Equation (3.9) is:

1 02

BIOE (O, Ouesivea: Omo)] = 75 —55 3

2
‘WH(adesireda ehp)a(ek)‘ (311)

for any given Ogesired, Onp- Similarly, the power pass-through factors for the high power

interfering signals are given by the following equation:
. 2
E[(bﬁg;t (edesireda Hh,p)] = ‘WH(Hdesired; ehp)a(ehp)‘ (312)

and the power pass-through factor for the desired signal is calculated in the same
way.
‘2

E[d)dESired(Hdesired, th)] = ‘WH(edesi'redv th)a(edesired) (313)

3.3.3 System Capacity Calculations

Based on the results from the previous subsection, we proceed to calculate the number

of low-power users that can simultaneously communicate when high-power users are
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present in the system. Recall that the capacity of an antenna array is given by the

largest M that produces satisfactory 1% in the following equation:

Eb E[qsdeSired]Psignal/Rdata
N 3.14
N, (3.14)
; Mhyp .
F[%"t](M —1- Mhp)Psignai“' Z E] Z;;t]Php /BW + Nao?
. hp=1

low—power —inter ference

high—power—inter ference,

For each new set of DOAS [fgesired; Onighpower); the new beamforming weight vector
is calculated and then the PPTFs for desired and high power interfering signals as
well as mean PPTF for low power users are calculated. The PPTF factors are then
substituted into the Equation (3.14) in addition to the IS-95 system parameters to

calculate the user capacity.

Note that in Equation (3.14), the quantities E[p%*"d], E[¢y"] and E[¢}] are
functions of M through the matrix Q;,. As a result, it is difficult to obtain a closed-
form solution for M. Therefore, we use an iterative approach where we assume an
initial capacity Miniiai, calculate the factors E[¢%* /] E[¢{"] and E[¢}] as func-
tions of Mjpitia, then solve Equation (3.14) for M, and the whole process may be
repeated. We choose the solution to Equation (3.7) as Mjp4, and we observe that

a fixed point is approximated after two iterations.

First we consider the case where there is only one high power interfering user in
the system, and the PPTF factors as well as the resulting capacities are calculated

at one degree intervals. The results are tabulated in the Tables (3.2) and (3.3).

Based on the results tabulated in Tables (3.2) and (3.3), we conclude that the
capacity values for the iterated calculation is very close to the capacity values for the
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Array ULA Golomb UCA UTA
Capacity(120/120) | 119.9286 | 114.2546 | 53.1921 | 41.5927
Capacity(120/360) | 155.4585 | 124.0705 | 100.8374 | 105.1608
Capacity(360/360) | 121.6111 | 111.1760 | 100.9693 | 105.1301

Table 3.2: The mean capacities for the Multi-Rate users scenario based on Identical-

User scenario capacities

Array ULA Golomb UCA UTA
Capacity(120/120) | 119.9174 | 114.2374 | 53.1811 | 41.5689
Capacity(120/360) | 155.4465 | 124.0488 | 100.8191 | 105.1441
Capacity(360/360) | 121.5989 | 111.1578 | 100.9511 | 105.1133

Table 3.3: The iterated mean capacities for the Multi-Rate users scenario based on

previous Multi-Rate user scenario capacities

calculation using Identical-User capacity values. This imply that the maximum SINR
beamforming weight vector is not very sensitive to variations in the user capacity of

the low power interfering signals for the IS-95 system we are considering.

When more than one high-power interfering signals are present, the calculations
for the PPTF factors and the system capacities are repeated for each DOA vector
[Odesireds Onighpower]- Due to time and memory constraint, we only consider the case
where there are two high power interfering signals present in the system. And for

this case the calculations for the PPTF factors and the capacities are repeated at ten
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degree intervals instead of one degree intervals as was done previously. For compar-
ison purposes, we repeat the single high power interfering signal case at ten degree
intervals. The results are tabulated in Table (3.4). The two high power interfering

signal results are tabulated in Table (3.5).

Array ULA Golomb UCA UTA

Capacity(120/120) 123.6686 | 107.6095 | 56.6746 | 46.1893

A from 1 degree intervals | 3.128% | -5.802% | 6.569% | 11.115%

Capacity(120/360) 149.2906 | 116.8291 | 99.6902 | 105.3547

A from 1 degree intervals | -3.960% | -5.820% | -1.120% | 0.200%

Capacity(360/360) 120.4074 | 105.7531 | 100.9900 | 105.2654

A from 1 degree intervals | -0.980% | -4.862% | 0.039% | 0.145%

Table 3.4: The mean capacities for the Multi-Rate users scenario when one high
power interfering signal is present, calculated at 10 degree intervals, and the capacity

variations compare to the one degree interval case.

From Table (3.4), we observe that the differences in the mean capacities when
using 10 degree and 1 degree intervals for calculation can be up to about 11%. Thus
the results in Table (3.5) can only be taken as rough estimates of the actual capacities

of the respective arrays.

Data in Table (3.5) indicate that counter to the intuition that the Golomb array
should have higher interference suppression capabilities, it actually has lower capaci-
ties than the ULA, and is only significantly better than the circular and the triangular
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Array ULA Golomb UCA UTA
Capacity(120/120) || 102.0400 | 82.5073 41.3386 37.6517
A from 1 HP case || -17.489% | -23.327% | -27.060% | -18.484%
Capacity(120/360) || 123.8672 | 91.4374 79.6781 82.6305
A from 1 HP case || -17.029% | -21.734% | -20.074% | -21.569%
Capacity(360/360) || 97.9310 81.5678 82.2810 83.4451
A from 1 HP case || -18.667% | -22.870% | -18.526% | -20.729%

Table 3.5: The mean capacities for the Multi-Rate users scenario when two high power
interfering signals are present, calculated at 10 degree intervals, and the capacity

reductions compare to the one high power interfering signal case.

arrays in the 120/120 scenario. More importantly, the percentage drop values of the
capacities from the one high power user capacities indicate that the Golomb array

has poor performance in dealing with additional high power interfering signals.

3.4 Chapter Summary and Discussion

In this chapter we investigated the effects of different antenna array geometries on
the capacities of a wireless communication system. We considered two scenarios that
are applicable to present and future system deployments: the identical-users scenario

and multi-rate users scenario.

For the identical-users scenario, all users have the same incident power level at
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the receiving antenna array. For this scenario, maximum SNR beamforming weight
vectors are used, and the resulting capacities were calculated and summarized in the
Table (3.1). The data show that even though the Golomb array has superior DOA
resolution performance, the capacity on the whole is inferior to uniform linear ar-
rays. This is likely due to the relatively high sidelobe levels of the Golomb array
beampattern, as shown in Figure (3.1). Also worthy of notice is that there are signif-
icant differences between the capacities of the uniform circular and triangular arrays,
even though their array geometries are quite similar. This indicates that relatively
minor changes in the array geometry may cause significant changes in the capacity

performance.

For the high-power user scenario, a number of high power users are present. The
maximum SINR beamformer is utilized to suppress the high power interfering signals
so the low power users can obtain satisfactory performances. We calculated the
number of regular power users that can be served in the presence of one or two
high-power users for each of the array geometries. The results for the one high power
interfering signal case are summarized in Table (3.3). From the data we conclude that
the maximum SINR beamforming weight vector is not very sensitive to the number of
low power users in the system. We also notice that linear arrays have larger capacities
than the circular and triangular arrays in all cases, although for the 360/360 case the

differences in capacities are relatively small.

The capacity results for the two high power interfering signals case are summarized
in Table (3.5). The data show the perhaps counter-intuitive result of low capacity
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performance for the Golomb array. Two reasons may have contributed to this result,
first, the high levels of sidelobes reduce the capacity even though the high power
interfering signals are well suppressed; second, the data show the average values for
all DOA cases, reducing the advantages of the Golomb array. Because for most of
these cases, the high power interfering signal DOAs are away from the desired signal
DOA and all four arrays were able to suppress them. The Golomb array has better
performance when the desired and interfering signal DOAs are close together, but

unfortunately these cases are relatively rare.
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Chapter 4

Antenna Array Geometry Comparison

with Estimated DOAs

4.1 Introduction

In the last chapter, we investigated the performances of four antenna array ge-
ometries in two important scenarios of wireless communication system deployment.
An important assumption made was that the DOAs of all signal sources are known
exactly. The considerations in the previous chapter are applicable to fixed wireless
services, where the locations of users are fixed and known in advance. For mobile
communication systems, the locations of mobiles are not known in advance and thus
must be estimated from the received signal. In this chapter, we will take uncertainty

in desired signal DOA estimation into account in the performance comparisons.

Several algorithms exist for the estimation of the DOAs of incident signals for
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arbitrary receiving antenna array geometries, for instance, the MUSIC algorithm
by Schmidt [50]. Since the algorithms often exploit the mathematical structures
of the received signal vectors differently, their performances are also dependent on
the array geometry. Since we want to compare the effects of the different array
geometries independent of specific algorithms, we model the estimated DOA as an
unbiased Gaissian distributed random variable with variance equal to the CRB. We
then calculate and compare the user capacities of the four array geometries under

consideration base on this assumption,

4.1.1 Chapter Outline

In this chapter we investigate the effects of different base-station antenna array
geometries on the uplink performance of a wireless communication system, given the
assumptions discussed in Chapter Three, except that the desired signal DOA is now
assumed to be an unbiased Gaussian random variable. The variances of the DOA
distributions are assumed to be the Cramer Rao Lower Bound (CRB) for the various

array geometries.

In the second section we outline the preparatory considerations. First we review
the CRB results for estimated DOA variance. Then we consider the implications
of the estimated DOA distribution on the Identical Users and the Multi-Rate Users

scenarios, both of which were described in detail in the previous chapter.

In the third section we consider the Identical Users scenario. Using the Gaussian
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model for estimated DOAs, we calculate the approximate perturbed expected power
pass-through factors for the different array geometries. Based on these results, we

compare the system capacities provided by the different antenna geometries.

In the fourth section, we consider the Multi-Rate Users scenario. While we treat
the desired signal DOA as a Gaussian distributed random variable, the interfering
signal DOAs are assumed to be perfectly known. We again calculate the expected
power pass-through factors and the corresponding system capacities for the different

array geometries.

We also consider the relationship between the system capacity and the variance
of the estimated DOA distribution. We do so by calculating and plotting the average
capacities for the four arrays in various scenarios for a range of estimated DOA

distribution variances.

4.2 Preparatory Considerations

Before we proceed to calculate and compare the system capacities of the four
antenna arrays for the scenario where the signal DOAs are estimated, we need to
review and consider some necessary background information. In the first subsection
we will review the CRB results for DOA estimation variance. In the second subsection
we will present the distribution of the desired signal ARV due to DOA estimation. In
the third section we will discuss the intuitive reason for user capacity reduction due
to DOA estimation. And in the fourth subsection we will consider the implication of
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the DOA distribution on the beamforming weight vectors for the Identical Users and

the Multi- Rate Users scenarios.

4.2.1 Variance Bounds of Directions of Arrival

In this section we review the CRB of DOA estimation results for a two-dimensional
array. Based on the work of Chambers et al [8], the Cramer-Rao Lower Bound for
the DOA estimation variance for an array with arbitrary three dimensional geometry

is given as:

1+ ASNR AV,
~ 2N,(ASNR)? AV,,AV,, — AV2,

CRB(0) (4.1)

where AV,, = AV,, = 22208 AV, = 92208 and AV,, = 2229 a5 shown in
Chapter Two, Section 6.2. For the two-dimensional scenario where the signal sources
are located on the array plane, the factors involving ¢ are not considered. Thus the

Fisher Information Matrix in Equation (A.9) has only one element Ipg, and the inverse

of the Fisher Information Matrix has the following expression:

1+ ASNR
~ 2N,(ASNR)2AV,,

CRB(0) (4.2)

where N; is the number of snapshots considered, ASNR is the Array Signal to Noise

Ratio, and AV, is given by the following expression:

0a’ 0a
00 06
Ny

= Z ([—‘7'277T (cos 0; cos pyx; — sin 6; cos ¢;y;)] [ai]l) !

=1

AV,, =

([—.7'277 (cos B; cos ¢z, — sin 6; cos ¢;y;)] [ai]l)
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Na ron 2
= Z (7(cos 6; cos ¢;x; — sin 6; cos qﬁiyl)) [az-]lH[az-]l
=1

NA 27r 2
= Z (7(cos 0; cos ¢;x; — sin 6; cos gbiyl)> (4.3)
=1

Substituting the above expression into Equation (4.2) gives the Cramer-Rao Lower

Bound on the DOA estimate in a two-dimensional system.

CRB(0) = % {(27”)2 é(xk §inf — gy cos 9)2} (4.4)

where (zg,yx) are the coordinates of the k-th out of N, array elements, \ is the

wavelength of the signal, and € is the DOA.

Note that the CRB results of Chambers et al. only consider the case where there
is no interfering signal present. Although this is not the most accurate model of a
wireless communication system, it is a useful approximation in the identical-users
case, where the uniformly-distributed interfering signals may be treated as noise. We

also use this approximation in the multi-rate users case.

When only one data sample is considered, the relationship between the CRB value

and the DOA 6 as described by Equation (4.4) is shown in the Figure (4.1).

From Figure (4.1) we observe that the circular array has a slight advantage com-
pare to the triangular array, and the circular and triangular arrays have uniform
performances across the whole 360-degree range, as expected because of the symme-
try of the array geometries. The linear arrays have very good performances on the
broad side, but worsen quickly as the DOA approaches the endfire positions near 0
and 180 degrees. The Golomb array has a lower CRB than the ULA due to its larger
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Figure 4.1: CRB of DOA estimation variance vs the Desired DOA

antenna aperture. Note that this is a comparison of theoretical performance bounds,

and achievable performances using existing DOA estimation algorithms may vary.

4.2.2 Distribution of the Desired Signal Array Response Vec-

tor

The next step in our investigation is to extend the distribution of the estimated
DOA into the distribution of the desired signal array response vector. Recall that the

un-normalized array response vector a is defined by the following expression:

a — I:e*]’ir(.’tl cos §+y1 sin 0)’ e*jﬂ(l‘z cos 6+ya sin 0)’ el Q’JW(“NA cos 0+yn , sin 0)
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= [gl (561, Y1, 9) ) 82 (332, Y2, 9) 3o 8Ny (JJNA, YN, 9)]T (4-5)

First we consider the first element of the array response vector a; = g1 (x1,41,0) =
eIm(@icosf+yising) which is a complex-valued function of . The distribution of a;
is represented by a probability curve in three-dimensional space, whose domain is
a two dimensional curve of possible a; values in the complex plane. Using Euler’s
formula, the real and imaginary parts are expressed by the functions a] = ¢1,(0) =
cos(m(xy cos@ + yy sinf)) and at = g1;(0) = — sin(m(x1 cos O + y; sin 0)), respectively.
For an array element located at position (1,1), the functions g;, and g¢1; are shown in

Figure (4.2).

Real and imaginary part of an element of ARV

o8 /

06

04!

0.217

50 150 200
DOA in degrees

Figure 4.2: Real and imaginary part of the array response vector element as functions

of DOA for the array element located at position (1,1)

Recall the fundamental theorem on transformation of a function of a single random
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variable [40]: if random variable y is a function of the random variable x: y = g(x),

then the distribution f,(y) is given by the following formula:

W= g T gt T (46)

where ¢'(z) is the derivative of g(z), and z; ...z, ... are the roots of the equation
y = 9(x).

Thus in order to find the distributions of a] and af, we first need to solve for the
roots of af = g1,() and a® = g1;(0). Since the variance of the # distribution is small
for each of the antenna arrays, we can make the assumption that the  distribution
is a truncated Gaussian distribution, and within this truncated range of € values the
functions gy, (#) and g;;(f) have unique roots. This means that their inverse functions

g5} (a7) and g7;'(a?) exist.

Based on the above results, the distributions of af and a} can be written using

the following expressions:

A
fai () = g (g @)
L@
fai () = g @)l (4.7)

Similarly, the distributions of the rest of the array response vector elements can be

calculated.

Alternatively, the approximate distributions can be obtained by first generating
the Gaussian distributed random DOA values and then calculating the corresponding
ARV values. When the true desired DOA is 30 degrees off the reference axis and
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the DOA estimation variance is 0.05 degrees squared, we generate the approximate
distribution for the ARV element corresponding to an antenna element at location
(1,1) using 10000 Monte Carlo trials. The real and imaginary parts of the resulting

distribution of the ARV element are shown in the Figures (4.3) and (4.4).

From Figures (4.3) and (4.4) we observe that, for small DOA variance values
typical of the CRB, the distributions for real and imaginary parts of the ARV elements
are quite narrow. Also, the functions g;, and gy; are roughly linear since the range of
DOA 6 considered is small. Due to this linearity, the distributions of g1, (#) and g1;(9)
should be roughly Gaussian because the variable 6 is Gaussian distributed. This is

confirmed by the Figures (4.3) and (4.4).

4.2.3 Effective Beampattern and User Capacity Reduction

Intuitively, uncertainty in the DOA reduces the beamforming capacity. This can
be seen from the beampattern perspective. Each estimated desired signal DOA pro-
duces a beampattern that is slightly shifted from the ideal, resulting in reduced out-
put signal-to-noise-ratio and system capacity. Averaging the perturbed beampatterns
weighted by the estimated DOA distribution gives the effective beampattern. The ex-
pression for the effective beampattern given the true DOA 6,, is given by Equation
(4.8).

‘2

ebp(0;0m) = [ (052" 0m) [ W (8521)2(00)| 0" (4.8)

—00
where f(0%%;6,,) is the pdf of 6% given 6,,,, which we assume to be Gaussian.
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Figure 4.3: Distribution of the real part of the ARV element
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Figure 4.4: Distribution of the imaginary part of the ARV element
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In Figure (4.5) we plot the effective beampatterns for the case where the desired
signal is at 60 degrees from the reference axis, and the estimated DOA variance is
calculated based on the SNR before de-spreading for an IS-95 system, which are
0.0319, 0.0392, 0.0438 and 0.0465 for ULA, Golomb, UCA and UTA respectively.
These values are calculated based on the number of low-power interfering signals
present as discussed in the Identical Users Scenario in Chapter Three. For all four
arrays we observe that the effective beampatterns have wider mainlobes, and the

resulting system capacities are expected to be reduced.

ULA Golomb
20 20
— ideal pattern — ideal pattern
— - effective pattern — - effective pattern
Q15 Q15
£ £
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[3] Q 7
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Q. Q ~
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g g
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Figure 4.5: Effective beampatterns when the DOA is estimated.

From Figure (4.5), we observe the broadening of the main lobes and lowering of
the main lobe magnitude levels. This effect is quite pronounced for all arrays because
the SNR is low before de-spreading. After de-spreading the SNR is much higher and
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the effective and ideal patterns are virtually indistinguishable for all arrays.

4.2.4 Implications for the Beamforming Weight Vectors

For the Identical Users scenario, maximum SNR beamforming is used. The beam-
forming weight vector w = a(f) is dependent on the desired signal DOA only, and
all interfering signals are treated as noise. The estimated desired signal DOA has a
probability distribution due to estimation errors, and it results in a probability distri-
bution of the desired array response vector, which then results in the same probability

distribution of the beamforming weight vector.

For the Multi-Rate Users scenario, maximum SINR beamforming is used; which
means that the high power interfering signals are considered in the calculation for the
beamforming weights. Because the interfering signal DOAs are also estimated in the
same manner as the desired signal DOA, the expression for the beamforming weights

in this case is much more complicated than in the identical users scenario.

Recall that the beamforming weight vector for the maximum SINR beamformer
is given by the expression w = Q; 'a(f); where a(f) is the array response vector of
the desired signal, and Q;, is the interference-plus-noise covariance matrix, which has

the following expression:
Mlow Mhighfpower
Qin = Lsignal z aj (t)aj (t)H + Phigh—power Z a; (t)az (t)H + 072LI (49)
j i
where a;,a; are the array response vectors for the interfering signals; Pyigna and

Phigh—power are the incident power levels for the low and high power interfering signals;
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Miow and Mpigh—power arve the numbers of low and high power users, and o2 is the

thermal noise variance.

For the case where the DOAs of the arriving signals are estimated, we model both
the desired and interference DOAs as non-biased Gaussian random variables. The

A

maximum SINR beamforming weight vector expression is rewritten as w = Q;,'a(6),
where a(0) is the perturbed array response vector of the desired signal, and Qm is the

perturbed interference-plus-noise covariance matrix, which has the following modified

expression:

R Mo Mhighfpower
Qin = Lsignal Z é‘j (t)é‘J (t)H + Phigh—powe’r Z éz (t)éz (t)H + 07211 (410)
J i

Since we have assumed that the DOA random variable 6 is Gaussian distributed,

the perturbed array response vector a, which is given by the following expression:

. 5 A . A A . 5 a1 T
a — [6—J7r(z1c0s0+y1sm0)’e—jw(mzcosﬂ—l—yzsmﬁ)"'.’e—jw(mNAcose—kyNAsmG)] (411)

has a rather complicated distribution. The perturbed interference-plus-noise covari-
ance matrix Qm, the weighted sum of the cross product of the perturbed interfering
signal ARVs, has an even more complicated distribution because its elements are the

sum of products of two correlated Gaussian random variables.

To obtain the distribution of the beamforming weight vector w = Q;'a(6), we
need to invert the perturbed interference-plus-noise covariance matrix Qm, then mul-
tiply it by the perturbed desired signal ARV. Since these operations are non-linear,
it is very difficult to obtain analytical expressions for the distribution of the beam-
forming weight vector and compare the array performances analytically.
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Due to this limitation, we use the Monte Carlo approach and make the assumption
that the interfering signal DOAs are perfectly known. In other words, we only consider
the effect of the imperfectly estimated desired signal DOA in this chapter and use
the ideal interference-plus-noise covariance matrix in the beamforming weight vector
calculations. The results presented, then, can be viewed as upper bounds to actual

system performance.

4.3 Identical Users Scenario

In this section we consider the Identical Users scenario, where all users have the
same incident power at the antenna array. In the first subsection, we discuss the dis-
tributions of the expected power pass through factors (PPTF) and system capacities.
In the second subsection, we use the expected PPTF values to calculate and compare
the user capacities of the arrays. Finally in the third subsection, we consider the

relationship between the system capacity and the DOA estimation variance.

4.3.1 Distribution of the Expected Power Pass-Through Fac-

tors and System Capacities

The expressions for the expected power pass-through factor are identical to those

defined in the last chapter, except that the DOAs are now random variables, and this
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results in probability distributions of the power pass-through factors and the system

capacities.

Recall that the energy-per-bit-to-noise ratio has the following expression:

Eb . E[gbdeSired]Psignal/Rdam
N, (E[¢§cn J(M — 1)Psignal)/BW + Nyo?

The distributions of the expected power pass-through factors (PPTF) E[gdesired],
E[¢i"] and the system capacities are approximated numerically based on assumed
Gaussian distribution of the # random variable. First we generate 1000 Gaussian
distributed random € values with variance equal to the CRB, then the corresponding

E[gestred] | E[¢i™] and capacity values are calculated for each trial.

As an example we calculate the E[¢%ed] E[¢i] and capacity distributions
when the true desired DOA is at 60 degrees and the coverage is omni-directional.
The results are tabulated in histograms to indicate their approximate distributions,

as shown in Figures (4.6), (4.7)and (4.8).

The distribution for the desired signal power pass-through factor E[¢%*"¢¢] shown
in Figure (4.6) is one-sided because E[¢%*"°] has an upper bound of 36 for arrays
with 6 elements. Intuitively, the linear arrays, which has narrower beams, should
have wider desired signal PPTF distributions due to DOA errors. But this is off-set

by the lower CRB of the linear arrays.

The interfering signal PPTF E[¢i"] is determined by the beampattern sidelobe
levels of each array. The linear arrays have lower sidelobe levels compare to the
circular and triangular arrays, and this is confirmed by Figure (4.7).

70



Incorporating both E[¢%5r¢d] and E[¢{"], we obtain capacity histograms in Figure
(4.8). We observe that the linear arrays have higher capacities than the circular and
triangular arrays, due to narrower beams in their beampatterns along the broad side.
The linear arrays also produce narrower capacity distributions, due to lower DOA

estimation variances.
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Figure 4.6: E[¢%5*d] histogram with true desired DOA at 60 degrees

4.3.2 System Capacity Calculations

In this subsection, we calculate the average mean capacities over the angle range of
coverage for the four arrays. For any given desired user DOA, we generate 1000 Monte

Carlo trials, each with the estimated DOA represented by a Gaussian distributed
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random variable with variance given by the CRB. These DOAs are then used to
calculate the beamforming weight vectors and the corresponding PPTF factors for
the desired and interfering signal sources. The PPTF factors are then substituted

into the Equation (4.13) to obtain the system capacity values.

& — E[gbdeSiTed]Psignal/Rdata (4 13)
N, E[qb}cm](M — 1)Psz~gnal/BW + Nao? '

The mean capacity for a given desired signal DOA is the mean capacity values over
the 1000 trials. By repeating this process for all possible true desired DOAs, we can

calculate the average of the mean capacities over the range of desired DOAs.

Recall that in order to calculate the user capacities we need the CRB values,
but the CRB is a function of the incident SNR, which is a function of the number
of interfering signals. We again tackle this problem by iterative calculation of the
capacities. First we compute the mean capacities based on the capacities for the case
of known DOAs as shown in Chapter Three, then we repeat the calculations using the
capacity values obtained in the first calculation. The results are tabulated in Tables

(4.1) and (4.2).

The two iterations of capacity calculations yield very similar results as shown in
Tables (4.1) and (4.2). Thus we can conclude that the values in Table (4.2) are quite

accurate.

To compare the estimated DOA results with the known DOA results, we compute
the ratio of the capacities using estimated DOAs over the capacities using known
DOAs, and the ratios are given in Table (4.3).
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Array ULA | Golomb | UCA | UTA

Capacity(120/120) || 144.67 | 147.59 | 71.46 | 62.94

Capacity(120/360) || 180.52 | 156.82 | 122.11 | 131.72

Capacity(360/360) || 145.46 | 142.09 | 122.21 | 131.67

Table 4.1: The capacities for the Identical Users scenario based on known DOA

Identical Users scenario capacities

Array ULA | Golomb | UCA | UTA

Capacity(120/120) || 144.69 | 147.60 | 71.47 | 62.95

Capacity(120/360) || 180.51 | 156.83 | 122.11 | 131.71

Capacity(360/360) || 145.47 | 142.06 | 122.20 | 131.67

Table 4.2: The iterated capacities for the Identical Users scenario based on previous

Identical Users scenario capacities

From Table (4.2) we observe that the ULA has the highest capacities in the
120/360 case, and are roughly equal to the Golomb array in 120/120 and 360/360
cases. The circular and triangular arrays have poor performances for the 120/120 case
as usual, but have fairly good performances in the 360/360 case. From Table (4.3)
we observe that there is no significant capacity reduction due to DOA estimation for
any of the arrays, but we note that this is a comparison using theoretical bounds,

and practical signal processing algorithms may yield significantly different results.
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Array ULA | Golomb | UCA UTA

Capacity(120/120) || 99.69% | 99.34% | 99.59% | 99.76%

Capacity(120/360) || 99.49% | 99.30% | 98.43% | 98.36%

Capacity(360/360) || 99.31% | 99.04% | 98.43% | 98.36%

Table 4.3: The ratio of capacities using estimated DOAs to the capacities using known

DOAs

4.3.3 Relationship between System Capacities and the DOA

Estimation Variance

Finally, we want to consider the relationship between the user capacities for the
four arrays and the variances of the estimated DOAs. We repeat the calculations
for the average capacity values across the whole range of DOA 6 for cases where the
DOA standard deviations equal 0.0316, 0.1, 0.316, 1, 3.16, 10, 31.6 and 100 degrees.

The results are shown in Figures (4.9), (4.10) and (4.11).

In Figures (4.9), (4.10) and (4.11), we observe that the ULA has the best perfor-
mance in all cases and DOA variance ranges, except at the very low variance values
for the 120/120 case. Also, the capacities for the linear arrays start to decrease earlier
than the circular and triangular arrays due to their narrower main beams and thus
greater sensitivity to DOA estimation errors. The capacities of the Golomb array

start to drop first due to its greatest sensitivity to DOA errors.

We also note that as the DOA variance increases, the capacities for all four arrays
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approach 26, the system capacity without beamforming. This is intuitive since as the
DOA variance increases, the effective beampattern approaches the omni-directional
antenna pattern. Although the capacity curve for the Golomb array drops below
those for the circular and triangular arrays for a significant range of DOA variance
values , we note that for a fair comparison, the greater DOA resolution ability of the

Golomb array need to be taken into account as well.
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Figure 4.9: Average Capacity versus DOA variance for the Identical Users scenario

120/120 case

4.4 Multi-Rate Users Scenario

In this section we consider the Multi-Rate Users scenario, where some users have

higher incident power at the antenna array due to higher data rate requirements. We

76



Identical Users Scenario 120/360 Case
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Figure 4.10: Average Capacity versus DOA variance for the Identical Users scenario

120/360 case
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Figure 4.11: Average Capacity versus DOA variance for the Identical Users scenario

360/360 case
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consider the cases where there is one or two high power interfering signals present
in the system. We repeat the procedures shown in the previous section, first gener-
ate 100 Gaussian distributed DOA estimates with variances given by the CRB, and
then calculate the corresponding expected power pass-through factor distributions

E[psmed] E[¢i] and E[¢}¥] as well as the system capacity distributions.

4.4.1 Distribution of the Expected Power Pass-Through Fac-

tors and System Capacities

As an example we calculate the E[¢p?*!], E[¢;*"], E[¢}] and capacity values
using 1000 Monte Carlo trials for the case where the true desired DOA is at 60
degrees and the one high power interfering signal is at 120 degrees off the reference
axis. The resulting 1000 E[¢%sred], E[¢"], E[¢}] and capacity values are tabulated
in histograms to indicate their approximate distributions, as shown in Figures (4.12),

(4.13), (4.14) and (4.15).

Due to the interference-plus-noise covariance matrix factor in the calculation of
the beamforming weight vector, the values of E[¢%*"¢d] no longer have an upper
bound of 36 as were the case for the Identical Users scenario. The resulting capacity
distributions, however, show similar properties to the Identical Users scenario. The
narrower beams of the linear arrays translate into higher capacities, and their lower

CRBs on variances of estimated DOAs translate into narrower capacity distributions.
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4.4.2 System Capacity Calculations

The calculation process is repeated for all permutations of desired signal and high
power interfering signal DOAs. We first consider the case of a single high power inter-
fering signal and calculate the PPTF factors and capacities at one-degree intervals.
Again we calculate the user capacities in two iterations, first based on the multi-rate
user capacities when the DOAs are known as shown in Section 3.3, then repeat the
calculations using the capacities from the first iteration. The resulting capacity values

are shown in Tables (4.4) and (4.5).

To compare the estimated DOA results with the known DOA results, we compute
the ratio of the capacities using estimated DOAs over the capacities using known

DOAs, and the ratios are given in Table (4.6).

As shown in Table (4.6), the capacity reductions due to estimated DOA are not
significant. Recall that only 100 estimated DOAs are generated for each desired and
interfering signal DOA combination, instead of 1000 trials each as in the identical-
users case. This reduces the accuracy of the capacity calculations and this is evident

for certain cases in Table (4.6).

When there are two high-power interfering signals present, the calculations for
the PPTF factors and the system capacities are repeated for each DOA vector
[desireds Onighpower]- Due to time and memory constraints, we only calculate the PPTF

factors and the capacities at ten degree intervals instead of one degree intervals as
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Array ULA | Golomb | UCA | UTA
Capacity(120/120) || 118.90 | 113.45 | 53.58 | 42.21
Capacity(120/360) || 152.08 | 123.46 | 100.75 | 103.95
Capacity(360/360) || 119.10 | 110.42 | 100.94 | 104.61

Table 4.4: The capacities for the Multi-Rate users scenario based on known DOA

Multi-Rate users scenario capacities

Array ULA | Golomb | UCA | UTA
Capacity(120/120) || 118.91 | 113.47 | 53.60 | 42.21
Capacity(120/360) || 152.12 | 123.48 | 100.82 | 104.01
Capacity(360/360) || 119.11 | 110.42 | 101.00 | 104.66

Table 4.5: The iterated capacities for the Multi-Rate users scenario based on previous

Multi-Rate user scenario capacities

Array

Golomb

UCA

ULA

UTA

Capacity(120/120)

99.16%

99.32%

100.78%

101.55%

Capacity(120/360)

97.86%

99.54%

100.00%

98.93%

97.96%

99.34%

100.05%

99.57%

Capacity(360/360)

Table 4.6: The ratio of capacities using estimated DOAs to the capacities with known

DOAs, when a single high power interfering signal is present
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was done previously. For comparison purposes, we repeat the single high power in-
terfering signal case at ten degree intervals. The results are tabulated in Tables (4.7)

and (4.8).

From Table (4.7), we observe that the differences in the average capacities when
using 10 degree and 1 degree intervals for calculation can be up to about 9%, this is
for the triangular array in the 120/120 scenario. Thus the results in Table (4.8) can

only be taken as rough estimates of the actual capacities of the four arrays.

Data in Table (4.8) indicate that the Golomb array has lower capacities than the
ULA, and is only better than the circular and the triangular arrays in the 120/120
scenario. More importantly, the percentage drop values of the capacities from the one
high power user capacities indicate that the Golomb array is the worst of the four in

dealing with additional high power interfering signals.

4.4.3 Relationship between System Capacities and the DOA

Estimation Variance

Finally, we want to consider the relationship between the average capacities for
the four arrays across all angles and the variance of the estimated DOA when there is
one high power interfering signal present. We repeat the calculations for the average
capacity values across the whole range of DOA 6 for cases where the DOA standard
deviations equal 0.0316, 0.1, 0.316, 1, 3.16, 10, 31.6 and 100 degrees. The results are
shown in Figures (4.16), (4.17) and (4.18).
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Array ULA | Golomb | UCA | UTA

Capacity(120,/120) 123.28 | 106.91 | 56.47 | 46.17

A from 1 degree intervals | 3.7% | -5.8% | 5.4% | 9.4%

Capacity(120,/360) 146.19 | 114.63 | 96.99 | 102.80

A from 1 degree intervals | -3.9% | -7.2% |-3.8% | -1.2%

Capacity(360/360) 118.37 | 102.52 | 99.61 | 103.79

A from 1 degree intervals | -0.6% | -7.2% |-1.4% | -0.8%

Table 4.7: The capacities for the Multi-Rate users scenario when one high power inter-
fering signals is present, calculated at 10 degree intervals, and the capacity variations

compare to the one degree interval case

Array ULA | Golomb | UCA | UTA

Capacity(120/120) || 96.46 | 66.72 | 34.79 | 30.66

A from 1 HP case || -21.8% | -37.6% | -38.4% | -33.6%

Capacity(120/360) || 117.90 | 73.79 | 70.74 | 74.31

A from 1 HP case | -19.4% | -35.6% | -27.1% | -27.7%

Capacity(360/360) || 93.46 | 67.57 | 73.46 | 75.00

A from 1 HP case | -21.0% | -34.1% | -26.2% | -27.7%

Table 4.8: The capacities for the Multi-Rate users scenario when two high power
interfering signals are present, calculated at 10 degree intervals, and the capacity

reductions compare to the one high power interfering signal case
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The capacity-vs-variance plots show exactly the same general trend as the identical-
users scenario capacity-vs-variance plots, where the capacities for the linear arrays
start to decrease at lower desired signal DOA variance values than the planar ar-
rays. We observe that compare to the Identical-Users scenarios, the Multi-rate Users
scenarios have higher capacities at large desired signal DOA variance values. This
can be explained by noting that for large desired signal DOA variance values, the
effective beampatterns for the Identical-Users scenarios are roughly uniform across
all directions, resulting in no suppression for any low power interfering signals. For
the Multi-rate Users scenarios, the high power interfering signals, whose DOAs are
assumed to be known exactly, are suppressed along with low power interfering signals

in their vicinity, resulting in higher capacities than the Identical Users scenario.

Multirate Users Scenario 120/120 Case
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Figure 4.16: Average Capacity versus DOA variance for the Multi-Rate users scenario

120/120 case
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Multirate Users Scenario 120/360 Case
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Figure 4.17: Average Capacity versus DOA variance for the Multi-Rate users scenario

120/360 case
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Figure 4.18: Average Capacity versus DOA variance for the Multi-Rate users scenario

360/360 case
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4.5 Chapter Summary and Discussion

In this chapter we investigated the effects of several base-station antenna array
geometries on the performance of a wireless communication system, with the assump-
tion that the estimated desired signal direction of arrival has Gaussian distribution
with known variance. The variances of the DOA distributions were determined by

the Cramer Rao Lower Bound based on the various array geometries.

In the Identical Users scenario, we considered the desired signal DOA as a Gaus-
sian distributed random variable, and the resulting average user capacities are tab-
ulated in Table (4.2). Based on the results shown in Table (4.3) we conclude that
beamforming with slightly perturbed desired signal DOAs does not significantly re-
duce the user capacities for the four arrays under consideration, and the effects are
in the one to two percent range. At the same time, we recognize that this result is
based on the lower bound on the estimated DOA variance, and actual array perfor-
mances using available spatial processing algorithms will yield larger reductions in

user capacities.

In the Multi-Rate Users scenario, we considered the desired signal DOA as a Gaus-
sian distributed random variable, but the interference signal DOAs are assumed to be
perfectly known. We again calculated the expected power pass-through factors and
the corresponding system capacities for the different array geometries, and the results
are tabulated in Table (4.5). Due to time and memory constraints, only 100 samples

were generated to approximate the Gaussian distributed estimated DOAs, and this
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results in some reduction in calculation accuracy. Nevertheless, we observe that as in
the identical-users scenario, the effect of beamforming using slightly perturbed DOAs

is small, resulting in roughly one to two percent reduction in user capacities.

We then consider the case where there are two high power interfering signals in the
system. Base on the results shown in Table (4.8), we conclude that the Golomb array
does not provide higher user capacities when there are two high power interfering
signals in the system. In fact the results indicate that the Golomb array suffers
the most capacity reduction when the number of high power interfering signals is

increased from one to two.

Base on the results obtained in this chapter, we conclude that when the desired
user DOA needs to be estimated, we can expect one to two percent reduction in
user capacities in the best circumstances. Among the four antenna arrays under
consideration, the uniform linear array has the best all around performance, being
surpassed by the Golomb array only in a select few circumstances. The circular
and the triangular arrays are particularly unsuitable to sector coverage; in omni-
directional coverage situations they have better performances but still trail behind
the linear arrays. The Golomb array, while having superior ability in distinguishing
two closely located users, does not have performance advantage over the ULA. It
might, however, find application where the angle range of coverage is small and the

users are all fairly close to each other.
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Chapter 5

The Perturbed Output SINR Approach

and Further Array Comparisons

5.1 Introduction

In the previous chapters, we have adapted a brute force approach to the problem
of estimating system capacities of different arrays in various scenarios. While this
approach can yield accurate approximations to the expected system capacities, it is
quite computationally intensive, and thus restricts the scope of the performance com-
parison possible. In this chapter, we consider the perturbed output SINR approach to
system capacity estimation, as well as the effects of increasing number of high power

interfering signals on the capacities.
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5.1.1 Chapter Outline

This chapter has two sections. In the first section, we consider the perturbed
output SINR approach and its application to system capacity estimation. In the
second section, we consider the effect of increasing number of high power interfering

signals in the system on the system capacities.

The first section is separated into four subsections, first we outline the perturbed
output SINR results assuming independent incident signals at the array elements as
obtained by T. Luo [32], then we derive the perturbed output SINR expression while
taking correlations between the incident signals at the array elements into account,
thirdly we compare the capacity results yielded by both models to the values ob-
tained in Chapter Four, and finally we consider the relationship between the system

capacities and the desired signal DOA variance.

In the second section we consider the effect of increasing number of high power
interfering signals. This section is separated into two subsections, first we present
the relationship between the system capacity and the desired signal DOA, then we
consider the relationship between the system capacity and the number of high power

interfering signals.
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5.2 Perturbed Output SINR Due to Desired Sig-

nal ARV Perturbations

Approximating system user capacities for the arrays using the Monte Carlo method
as described in the last chapter is quite computationally expensive, and we want
to reduce the computational requirement of system capacity approximation through
analysis. One way to do this is to extend known perturbed output SINR expressions
and relate the output SINR to user capacities. In this section, we extend the work
of T. Luo [32] to include considerations for correlated ARV perturbations. This is
desirable since our signal model, which is a function of the desired signal DOA, yields

correlated ARV elements.

5.2.1 The Uncorrelated ARV Perturbation Model

In the course of his investigations, T. Luo considered the effects of perturbations
in ARV a(f) and the interference-plus-noise covariance matrix Q, on the output
SINR of a beamformer [32]. The perturbation of a(f) is modeled as a(f) = a(f) +n
where E[n] = 0 and E[n;n¥] = 026;0;, which means E{nnf’} = o021 where I is the
identity matrix. The perturbation of Q;, is modeled as Q;, = Qi + ¢ where € = ¢,
Ele] = 0 and Ele; jef!)| = 020,05, which means E{ee”} = N,021, where Ny is the
number of antenna elements. Further more, it was assumed that the perturbation of

a(f) is independent of the perturbation of Q.
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The resulting perturbed output SINR expression is given by the following expres-
sion [32]:

E{|[w"al’} _  (a"Qua)’+ 02l Qi all” +051Q "all*

SINR = =
E{wiQu,w} aflQ;la+o2Tr{Q;'} + 02]|Qy all?Tr{Q;,

(5.1)

For the multi-rate users case, we assume the the high power interfering signal DOAs

are known and thus Qj,, is unperturbed. The Equation (5.1) is then simplified into:

(a”Q,,'a)’ + 02||Q;,) al?

SINR =
alQ;la+ o2Tr{Q-'}

(5.2)

For the identical-users case, we treat all interfering signals as noise and thus Q;, is
a scalar multiple of the identity matrix I. The Equation (5.1) is then simplified into

(32]:
1+ NLAO'Z

I/-]\V = SIN unperturbed 7 . _o
SINR = SIN Rynperturbed % o7

(5.3)

5.2.2 The Correlated ARV Perturbation Model

In Luo’s perturbation model, it was assumed that the perturbations of the ARV
elements are uncorrelated and thus the perturbed ARV can be represented by a(6) =
a(f) + n where E{nn"} = 021. But for the line-of-sight beamforming system we are
considering, the perturbations in ARV elements are functions of the perturbation in
DOA, resulting in correlated perturbations for the ARV elements. In this case, the
correlated ARV perturbations can be represented by the expression a(6) = a(f) + 7

where E{nn¥} = C,.
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Recall the expression of the output Signal to Interference and Noise Ratio:

SI/]\VR — Pdogs%iredsignal — E{”wHaHQ} (5 4)
ion%irferencesignal + ngitse E{“A’HQW}

where w is the maximum SINR beamforming weight base on the estimated array
response vector a, Q is the true interference plus noise covariance matrix, and a is

the true array response vector.

We want to derive the expression for the perturbed SINR due to perturbations
in both a and Q. The perturbation in Q is still modeled as Q = Q + &, where
e = e, Ele] = 0 and Ele; jef)] = 020;;0k,, which means E{ec”} = Mo?2I, and
Q! ~ Q'!—Q Q! The perturbation in a is modeled as & = a + 7, and

E{m"} = E{aa"} — E{aa”} = C,,.

Since the beamforming weights that maximizes the output SINR has the expres-

sion w = Q7'a, thus

wla=2a%Q 'a=4a"Qa-a"Q 'cQ'a (5.5)
and
(wha)! =a’Q'a=a"Qa —a"Q'eQ'a (5.6)
thus
[wHal* = (w"a)"(w"a)

= a"Q'aa"Q'a-aQ'eQ'aa"Q™'a

- a"Q'aa"Q 'eQ 'a+a"Q 'cQ 'aa"Q 'eQ'a (5.7
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so the numerator of the SINR expression becomes
E{lw"al’} = E{(w"a)" (w"a)}

= FE{afQ'aa?Q'a} - ﬁ{aQ_lsQ_lééHQ_la}:

—0
- ﬁ{aHQ_lééHQ_lsQ_la];+E{aHQ_15Q_léé\HQ_16Q_1a}
=0
= a’Q '(aa” + C,)Q 'a +F{aHQ_1€Q_1(aaH + Cn)Q_lsQ_la]: (5.8)

expressionl

noting that E{e} = 0. At this point, we refer to lemma (4.21) in [32]
E{(cQ'a)(eQ 'a)"} = 05]|Q "2’ (5.9)
and the second term in the previous expression becomes:
expressionl = FE{a’Q 'eQ 'aa”’Q 'eQ 'a}+ E{a"Q 'cQ 'C,Q 'cQ 'a}
= F{(eQ'2)"Q'aa"Q7(¢Q 'a)} + E{(¢Q'2)"Q7'C,Q ' (cQ 'a)}
= 0,1Q7"a|l" + G0, 1Q7'a|*Tr(Q™'Q7Y) (5.10)
——

—0

where the second order perturbation term is approximately zero. Substitute this

expression into equation (5.8):
E{|w"all’} = a"Q '(aa" + Cy)Q 'a+5]lQ all*
= (@"Q'a)*+a”’Q7'C,Q 'a+2]|Q 'a|* (5.11)

For the expression of the output SINR, we also need the expression for the denomi-

nator:

“A’HQ“A’ — éHQ_IQQ_lé
= a%(Q'-Q'Q )QQ ' -Q 'eQ )a
= éHQ_lé— QEAIHQ_IE:Q_IQ+éHQ_1€Q_18Q_Ié (512)

94



taking the expected value

E{w"Qw} = BE{a"Q7'a}-2B{a"Q 'eQ 'a} +E{a"Q 'cQ 'eQ 4}
=0

= Tr{(aa” + C,))Q '} + Tr{(aa” + C,) E{Q 'eQ 'eQ '}}

= a"Q'a+Tr{C,Q '} + Tr{aa” E{Q'eQ'eQ'}}
+ Tr{C,B{Q'eQ ':Q'}} (5.13)
notice that the expectation value of € is zero. By ignoring the last term which includes

the product of two perturbation terms C, and ¢, and referring to equation (4.52) in

[32], we obtain:
E{w"Qw} =a"Q'a+Tr{C,Q '} +2||Q'a|’Tr{Q "} (5.14)

so the perturbed output SINR becomes

E{|w"a|?}  (a¥Q;'a)?+2a"Q,'C,Q;. a+02]Q; a|*
E{wQq,w} afQ;'a+Tr{C,Q '} +02|Q; a|2Tr{Q;}

SINR = (5.15)

where C, is given by Equation (B.7) in Appendix B.

For the multi-rate users case, we assume the the high power interfering signal
DOAs are known and that Qj, is unperturbed. The Equation (5.15) is then simplified

into:
aflQ;la)? +afQ;'C,Q; a

_ (
SINR =
aHQi_nla + TT{C??Qi_nl

(5.16)

For the identical-users case, we treat all interfering signals as noise and thus Q;, =

01. The Equation (5.15) can be simplified as:

1 -1 —1 1 2 1 H
aHQin a)2 + aHQin C"?Qm a _ FNA + 0_—43. Cna

s (
SINR = —
af#Q;'a+Tr{C,Q'} =Na+ 5Tr{C,}

(5.17)
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HNO—1,\2
because af’a = ||a||? = N4 and SIN Rynperturbed = @Q,8)° _ qHQ-1a = Ma
n

Ny 1 H
S]NR:—U A7 :SINRun erturbe
o? N1 17r{C,} perturbed

1+ N%%aHCna

1+ NLATT{C"}

(5.18)

5.2.3 Perturbed User Capacities

In the previous section we obtained the expression of the perturbed output SINR
when the perturbations of the ARV elements are correlated. Now we want to relate

the output SINR to the system user capacity.

Recall the system capacities are calculated base on the energy-per-bit-to-noise-

ratio expression:

& _ E[¢deswed]Psignal/Rdata
N,
. Mhigh—pawer )
F[¢zﬂt] (M -1- Mhigh—power)Psigna£+ Z E[QZS;.ZJ:]PM, /BW + NAO'%
low—power—‘gnterfe'rence - hp=1 ~ _
high—power—inter ference
(5.19)
and
Ey — 128 E[¢"*"*"] Pyignal - E{|A|VAVH3-”?} — SINR
NO Mlowfpower - Mhighfpower - E{WHQ”LW}
> E{"Pugna+ >, Eldyy Py +NaciBW
o k=1 , hp=1
low—power :;nterference highfpower:interference
(5.20)

for the IS-95 CDMA system, the ratio between f,—’; and SINR is given by the

de-spreading gain BW/ R4, = 128.

Recall the perturbed output SINR has the expression SINR = SIN Rynpertursea s,
where K is the SINR reduction factor. The energy-per-bit-to-noise-ratio % would be
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reduced by the same factor K if all other parameters remain the same. In order

Mperturbed

low—power MUSt be reduced from the value of

to maintain the same required %,
o

unperturbed
M, low—power *

Base on the expressions for the SINR reduction factor K obtained earlier, we cal-
culate the corresponding system user capacities and tabulate them in Tables (5.1)
and (5.2). We observe that the capacity results yielded by the correlated ARV per-
turbation model are in closer agreement to the Monte Carlo capacity results obtained

in Chapter Four, validating the correlated ARV perturbation model.

5.2.4 Relationship between System Capacities and the DOA

Estimation Variance

In this section we consider the relationship between the average capacities across
all angles for the four arrays and the variance of the estimated desired signal DOA us-
ing the perturbed output SINR approach. We repeat the calculations for the average
capacity values across the range of DOA 6 for seven cases where the DOA standard

deviations equal 0.0316, 0.1, 0.316, 1, 3.16, 10, 31.6 and 100 degrees.

In Figures (5.1), (5.2), and (5.3), we plot the average system capacities vs the DOA
estimation variance using the perturbed output SINR approach for the Identical Users
scenario, as well as the results of the Monte Carlo approach as obtained in Chapter

Four.

In Figures (5.4), (5.5), and (5.6), we plot the average system capacities vs the
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Array ULA | Golomb | UCA | UTA

Capacity(120/120) uncorretated || 139.99 | 141.83 | 70.80 | 61.89

Capacity(120/360)uncorretatea || 172.74 | 150.26 | 121.20 | 128.62

Capacity(360/360)uncorreiated || 139.37 | 136.16 | 121.26 | 128.59

Capacity(120/120) corretatea || 144.59 | 147.63 | 71.25 | 62.72

Capacity(120/360) corperatea || 180.55 | 156.79 | 122.11 | 131.62

Capacity(360/360) correratea || 145.86 | 142.49 | 122.20 | 131.58

Capacity(120/120) chaprers || 144.69 | 147.60 | 71.47 | 62.95

Capacity(120/360) chapters || 180.51 | 156.83 | 122.11 | 131.71

Capacity(360/360) chaptera 145.47 | 142.06 | 122.20 | 131.67

Table 5.1: Identical-Users scenario system capacities for the four different array ge-
ometries base on perturbed output SINR expression, first for uncorrelated Equation
(5.3) then for correlated ARV perturbations Equation (5.18), and compare with re-

sults from Chapter Four
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Array ULA | Golomb | UCA | UTA

Capacity(120/120)uncorretatea || 11991 | 114.24 | 53.18 | 41.57

Capacity(120/360)uncorretatea || 148.46 | 118.36 | 98.38 | 101.24

Capacity(360/360) uncorretated | 116.65 | 106.35 | 98.86 | 101.69

Capacity(120/120) corretatea || 119.92 | 114.24 | 53.18 | 41.57

Capacity(120/360) corretatea || 154.78 | 123.20 | 99.42 | 103.70

Capacity(360/360)correiatea || 121.15 | 110.50 | 99.75 | 103.86

Capacity(120/120) chapters || 118.91 | 113.47 | 53.60 | 42.21

Capacity(120/360) chapters || 152.12 | 123.48 | 100.82 | 104.01

Capacity(360/360) chaptera 119.11 | 110.42 | 101.00 | 104.66

Table 5.2: Multi-Rate Users scenario system capacities for the four different array
geometries base on perturbed output SINR expression, first for uncorrelated Equa-
tion (5.2) then for correlated ARV perturbations Equation (5.16), and compare with

results from Chapter Four
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DOA estimation variance using the perturbed output SINR approach for the Multi-
rate Users scenario, along with the results of the Monte Carlo approach as obtained

in Chapter Four.

Note that in Figures (5.1), (5.2), (5.3), (5.4), (5.5), and (5.6), the capacities
yielded by the perturbation model are plotted in solid lines. The Monte Carlo results
obtained in Chapter Four are drawn as dashed lines here for comparison purposes.
We note that the perturbation model breaks down at different points for the different
arrays. For the Golomb array, the capacities given by the perturbation model start
to deviate from the capacities given by the Monte Carlo method around the point
of DOA standard deviation equals 3.16 degrees; for the ULA, this happens around
10 degrees and for the UCA and the UTA, around 31.6 degrees. We also note that
the capacities for the linear arrays given by the perturbation model seem to have
an asymptotic behavior as the desired signal DOA variance goes to infinity, which is

significantly different from the results obtained in Chapter Four.

5.3 Effects of Increasing Number of High Power

Interfering Signals

The perturbed output SINR approach enabled relatively fast determination of
the effect of desired signal DOA estimation errors on system capacities. Base on this

approach, we now consider the relationship between the capacities for the four arrays
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and the number of high power interfering signals present in the system.

In this section we calculate the capacity values for cases where the number of high
power interfering signals increases from 2 to 10. We present the results in two ways,
the capacities as functions of the desired signal DOA, and the average capacities over

all desired signal DOAs as functions of the number of high power interfering signals.

5.3.1 Capacities as Functions of the DOA

To approximate the expected system capacities with high power interfering signals
present, it is necessary to account for all possible high power interfering signal DOA
combinations. The number of cases becomes very large as the number of high power
interfering signals increases; for instance, when there are 6 high power interfering
signals present inside a 120 degree range, the number of different DOA combinations

120! 115x116x117x118x119x120 __ 2.629976x10'% __ 3652745460.

at 1 degree intervals is g7 = a = e

Thus averaging the capacities for all high power interfering DOA combinations is

impractical.

Instead we use the Monte Carlo simulation approach, where we randomly generate
1000 sets of high power interfering signal DOA combinations for each desired signal
DOA taken at 10 degree intervals. The mean capacity of these trials are then taken
as estimates of the expected system capacity for a particular desired signal DOA.
In Figures (5.7), (5.8), (5.9), and (5.10), we plot the mean capacities vs the desired

signal DOA for the four arrays ULA, Golomb, UCA and UTA respectively.
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The Uniform Linear Array
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Figure 5.7: Mean Capacity versus DOA for the ULA when 2, 4, 6, 8, or 10 high power

interfering signals are present
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Figure 5.8: Mean Capacity versus DOA for the Golomb Array when 2, 4, 6, 8, or 10

high power interfering signals are present

105



The Uniform Circular Array
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Figure 5.9: Mean Capacity versus DOA for the UCA when 2, 4, 6, 8, or 10 high power

interfering signals are present
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power interfering signals are present
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In Figures (5.7) and (5.8), we observe that, typical of linear arrays, the ULA and
the Golomb array have performance peaks along the broadside of the array and valleys
near the endfire directions. In Figures (5.9) and (5.10), we observe performances that
are more uniform across the whole range of angles. The capacities for the uniform
circular array, in particular, has a clearly cyclic behavior with 6 peaks and 6 valleys.
For all arrays, the capacity decreases with increasing number of high power interfering

signals.

In Figures (5.11), (5.12), (5.13), and (5.14), we plot the capacity variances vs the
desired signal DOA for the four arrays ULA, Golomb, UCA and UTA respectively.
We observe that the Golomb array has the lowest capacity variance over 1000 trials,
this is due to the high DOA resolution ability of the Golomb array, which allows
adequate suppression for any combinations of high power interfering signal DOAs.
On the other hand, arrays with lower DOA resolution can have good performances
when the interfering DOAs are far from the desired signal DOA, but will have very
bad performances when they are close, resulting in large capacity variations from trial

to trial.

We also observe that the capacity variance decreases with increasing number of
high power interfering signals. This is due to lower system capacities possible when
the number of high power interfering signals is large. Thus although the ratio between
the variance and the mean increases with the number of high power interfering signals,
the variance values actually decrease. This difference in average capacities should also
be taken into account when comparing variances between the arrays.
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Finally, we note that the capacity variance is a function of the array geometry
rather than the number of trials, thus increases in the number of Monte Carlo trials
would not reduce the capacity variance. Increase in the number of Monte Carlo trials
reduces the error between the estimated capacity variance and the true capacity

variance.

5.3.2 Capacities as Functions of the Number of High Power

Interfering Signals

In this section we consider the capacities as functions of the number of high
power interfering signals in the system. In Figures (5.15), (5.16) and (5.17), we plot
the average capacities over all desired signal DOAs vs the number of high power
interfering signals for the four arrays in the 120/120, 120/360 and 360/360 coverage

scenarios respectively.

Base on Figures (5.15), (5.16) and (5.17), we make several observations. First,
the system capacities decrease monotonically with increasing number of high power
interfering signals for all arrays. Second, the Golomb array suffers the worst capacity
reduction due to increase in number of high power interfering signals, as shown by the
smallest slope of all curves. The capacity of the Golomb array drops below those of
the UCA and UTA for some cases after the number of high power interfering signals
reaches a certain point. For the 120/360 scenario, this number is 3; for the 360/360

scenario, this number is roughly 2. Finally, we note that the linear array has the best
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The Uniform Linear Array
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Figure 5.11: Capacity Variance versus DOA for the ULA when 2, 4, 6, 8, or 10 high

power interfering signals are present
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Figure 5.12: Capacity Variance versus DOA for the Golomb Array when 2, 4, 6, 8,

or 10 high power interfering signals are present
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The Uniform Circular Array
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Figure 5.13: Capacity Variance versus DOA for the UCA when 2, 4, 6, 8, or 10 high

power interfering signals are present
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The 120/120 Scenario
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Figure 5.15: Average Capacity versus the number of high power interfering signals,

120/120 scenario

capacity performance at all times.

5.4 Chapter Summary and Discussion

In this chapter we investigated the perturbed output SINR approach to system ca-
pacity estimation, as well as the effects of increasing number of high power interfering

signals on the capacities using Monte Carlo methods.

In the second section, we extended existing perturbed output SINR results to take
correlations between desired signal ARV elements into account, and then applied

the new expression to system capacity calculation. Compared to the Monte Carlo
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The 120/360 Scenario
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method used in Chapter Four, the perturbed output SINR approach requires orders
of magnitude less computational time. And the correlated ARV perturbation model
proved to be superior than the uncorrelated ARV perturbation model, yielding closer

values to the Monte Carlo results obtained in Chapter Four.

We then consider the relationship between system capacity and desired signal
DOA variance using the perturbation approach. By comparing with the results ob-
tained in Chapter Four, we observe that the perturbation model breaks down at
different points for the different arrays. The capacities given by the perturbation
model and Monte Carlo simulations start to differ significantly when the DOA stan-
dard deviation is about 3.16 degrees for the Golomb array, about 10 degrees for the

ULA and roughly 31.6 degrees for the UCA and UTA.

In the third section we considered the effects of increasing number of high power
interfering signals on the system capacities. We used the Monte Carlo approach when
considering high power interfering signal DOAs since the number of different DOA
combinations is too large to be taken into account individually. We consider the cases
where the number of high power interfering signals increases from 2 to 10, and we
present the results in two ways: average capacities over the Monte Carlo trials as
functions of the desired signal DOA, and average capacities over desired signal DOAs

as functions of the number of high power interfering signals.

Based on the results obtained, we conclude that system capacities decrease mono-

tonically with increasing number of high power interfering signals for all arrays; the
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Golomb array suffers the worst capacity reduction due to increase in number of high
power interfering signals, its capacity drops below those of the UCA and UTA after
the number of high power interfering signals reaches 3 in the 120/360 scenario and 2
in the 360/360 scenario. We also note that the linear array has the best performance

in all circumstances.

Finally, we note that we have assumed perfectly known high power interfering
signal DOAs. Practical systems need to estimate these DOAs as well, and the un-
certainties due to estimation will further reduce the capacities of the different arrays
differently. But based on the results of estimated desired signal DOA considerations,
we predict that the capacities obtained while taking high power interfering signal
DOA uncertainties into account will not differ significantly to the capacity values

that we have obtained.
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Chapter 6

Conclusions and Future Directions

6.1 Summary of Thesis

In this thesis we compared the user capacities for four common antenna array
geometries in a beamforming system, and it can be separated into four main parts:
the background information from which our investigation builds on, the performance
comparisons between four simple antenna array geometries assuming that the user
DOAs are known, performance comparisons of the same four array geometries when
their respective DOA estimation capabilities are taken into account, and the per-

turbed output SINR approach to user capacity estimation.

In Chapter Two, we reviewed the necessary background information of our in-
vestigation, including an overview of the wireless communication system structure,
various DOA estimation techniques including both conventional and sub-space meth-
ods, fundamentals of antenna signal processing including the maximum SNR/SINR
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beamformers, the different antenna geometries being investigated in this thesis, and
the expression of DOA estimation Cramer-Rao Lower Bound expression for arbitrary

three-dimensional array geometry.

In Chapter Three, we compared each antenna array in two situations: the Identical
Users scenario where all users have the same data rate, modeling the second gener-
ation voice-only communication systems, and the Multi-Rate Users scenario where
some users have a higher data rate and thus higher incident power on the array,
modeling the contemporary mobile communication systems in transition between 2G

voice-only systems and 2.5G /3G multi-media systems.

Our user capacity comparisons show that the uniform linear array has the highest
mean capacity in the scenarios that we considered. The Golomb array, while having
the highest DOA resolution, has lower user capacities due to the relatively high side-
lobe levels of the Golomb array beampattern. We also found that the Golomb array
does not perform well when there are more than one high power interfering signals

present in the system.

In Chapter Four, we compared the user capacities of the four arrays while taking
into account the different DOA resolution abilities of the different arrays. Based on
the results obtained in Chapter Four, we conclude that when the user DOAs are es-
timated, we can expect one to two percent reduction in user capacities in the best
circumstances. Among the four antenna arrays under consideration, the uniform lin-

ear array has the best all around performance, being surpassed by the Golomb array
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only in a select few circumstances. The circular and the triangular arrays are particu-
larly unsuitable to 120-degree sector coverage, in omni-directional coverage situations
they have fair performances in all directions, unlike the linear arrays. The Golomb
array, while having superior ability in distinguishing two closely located users, does
not have performance advantage over the ULA. This is due to its greater sensitivity

to errors in DOA, since it produces narrower main beams.

Also in Chapter Four, we considered performance comparisons using practical
DOA estimation algorithms where the DOA estimation variance does not coincide
with the CRB, the results were presented by the mean capacity vs DOA variance

curves.

In Chapter Five, we presented the expressions of the perturbed output SINR due
to perturbations in the array response vector, which is then used to calculate the
user capacities. We extended T. Luo’s work for un-correlated ARV perturbations
to include correlated ARV perturbation. The results based on analytical derivations
are then compared to the results obtained through Monte Carlo calculations. Ca-
pacity values based on correlated ARV perturbation model are shown to be in closer

agreement to the Monte Carlo capacity values.

We also considered the impacts of increasing number of high power interfering
signals on the capacities of the four arrays. The results show that contrary to intu-
ition, the non-uniform Golomb array actually has rather poor performances when the

number of high power interfering signals is increased.
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6.2 Future Directions

Further studies on the maximization of user capacity using base station antenna
arrays in practical wireless communication systems require the optimization of three-
dimensional antenna array geometries while taking the following considerations into

account:

Other Spatial Channel Models In this thesis we have assumed that line-of-sight
channel exists for all users, and we have ignored all channel effects including
shadowing, scattering and multi-path fading. Most mobile wireless systems are
deployed in an urban environment where line-of-sight conditions are very rare

while scattering and fading effects are pronounced.

For example, local-to-the-mobile scattering effects have been modeled as having
either uniform or Gaussian power distribution inside a range of DOAs around
the mobile DOA called the angle spread [60]. Guideline ranges are available
for typical communication environments and they are determined by empirical

measurements.

This model can be incorporated into our framework by rewriting the general
Power Pass-Through Factor expression given by Equation (3.3). By replacing
the user DOA distribution f(©) by an angular signal power distribution ¢(©),

which is a function of f(©) and the scattering power distribution, we can obtain
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the total interference power given a desired DOA:

E[phiznt(Gdesired)] = / g(@) rVVH(Gdesz'red)a((—'))‘2 do© (61)

range—of—0
9(0) = [ P(6:6,)7(05)de; (6.2)

where P(O;©y) is the angular pdf of incident signal power for the &-th mobile,
and O is the three dimensional DOA vector. In other words, summing or inte-
grating the scattered power distributions of all mobile users gives us the total
angular incident power distribution ¢(©). Weighting this incident power distri-
bution by the beamforming weight w gives the PPTF for scattered interfering

signals.

Performance Comparison for Diversity Systems In our investigation we have
assumed line-of-sight communication and exact cross-correlation between the
received signals of the array elements in order to facilitate beamforming. For
current wireless deployments, the base station antenna is usually high above
ground, thus most of the multi-path scatterers are located close to the mobile
user, resulting in high cross correlations between the received signal envelopes.
Thus our assumption of high cross-correlation between the incident signals at
the array elements is valid. But for systems where the cross-correlation between
incident signals at the array elements are low, it is necessary to utilize diversity

techniques.

Two applications which may find antenna array diversity techniques useful are
indoor wireless systems and future generation street level antenna arrays. In
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an indoor wireless environment, multi-path scatterers are often located close
to the base station, reducing the cross-correlation of the received signals. In
future generation wireless systems, where the carrier frequencies will be high,
the coverage area for each base station will be small due to larger path loss. More
base stations that are closer to the users need to be deployed, resulting in street
level antenna arrays rather than the tower installations that are common today.
The cross correlations between the received signals of the antenna elements will

be reduced due to vicinity of the scatterers.

Forward Link Performance Comparisons In this thesis our focus is on the re-
verse link system performance, but practical systems need to provide forward
link services as well. It has been shown that a CDMA system is a forward link
limited system [22], thus antenna array geometry optimization taking forward

link capacity maximization into account is an important future study.

Virtual Array Considerations The use of virtual arrays to facilitate antenna sig-
nal processing [11] [26] is another aspect that may be considered in antenna
array design. Due to changing channel environments, base stations may need
to employ dynamic virtual array schemes in response. Thus the suitability of

different physical array geometries to create potential virtual array geometries

should be studied.

Mutual Coupling Effects Mutual coupling effects between antenna array elements
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impedes the array performance [60] [34]. This effect is different for arrays of dif-
ferent geometries due to the different inter-elemental distances for the different

arrays.

Performances of Existing Algorithms The main focus when designing practical
systems is on what is actually achievable rather than what is the theoretical limit
on performance. Thus studies comparing array geometries or optimization of
array geometry when taking existing signal processing algorithms in account

would be a worthwhile study.

6.3 Conclusions

In this thesis we compared several antenna array geometries using practical per-
formance requirements of a wireless communication system, and we draw three main
conclusions base on the results obtained. First, we found that the intrinsic effects
of DOA estimation on the system capacities based on the CRB is small for all ar-
rays considered, although we note that practical DOA estimation algorithms whose

estimation variance differs from the CRB may yield significantly different results.

Second, we found that the array with the highest DOA resolution does not have
the highest user capacity, due to its greater sensitivity to DOA errors. On the other
hand, arrays with low DOA resolutions do not have satisfactory user capacities either,
thus we conclude that there is no simple relationship between DOA resolution and
user capacity.
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And finally, we found that contrary to the intuition that arrays with high DOA
resolution can better suppress dominant interfering signals, the Golomb array actually
has very poor performance in dealing with increasing number of high power interfering

signals.

By considering DOA estimation performance bounds, we were able to compare
the performances of four array geometries in a general and algorithm-independent
way. We hope that this investigation has laid down a good foundation and provided

a viable starting point onto future studies in the area of array geometry optimization.
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Appendix A

CRB for the Azimuth and Elevation DOA

Estimates

In this appendix we present the derivation of the CRB expression for the DOA es-
timates given arbitrary three-dimensional array geometry as derived by Chambers
et al [8]. In this derivation we use the results of the vector parameter and general
Gaussian CRB which were discussed in Chapter Two, where the data is the received
signal samples, and the parameters to be estimated are the azimuth and elevation

angles ¢ and ¢.

Assuming that the array elements are identical and omni-directional, the normal-
ized array response vector can be written as:

a0, ) = L[e—jkT"le—fkaz...e—ikTXN]T (A.1)

VN
where we recall from equation (2.1) that x; = [z;,v;, z;]7 are the coordinates of the

-th element in the array with respect to a reference element; k is the vector wave
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number of the plane wave coming from the signal source, written as:

sin(#) cos(9)
k(0,6,A) = 2; cos(f) cos(¢) (A.2)
| sin() |

We assume, without loss of generality, that Zi]\il x; = 0, in effect moving the reference
point to the centroid of the array. Recalling the Fisher information matrix expression
for the general Gaussian case, and noting that the mean p is not a function of 6,
the first term in the expression is zero. So to evaluate the Fisher information matrix

(2.14), we only need the inverse and the derivatives of the data covariance matrix.

The covariance matrix for received signal vector y when there is only one signal

present is represented by the expression [25] :
C = E[yy"] = NPaa" + %1 (A.3)

where N is the number of elements in the array, and P is the received signal power.

Using Woodbury’s identity [48]:

,YQ

1 +72uTRy '

R=Ry+~7y*uwu” — R '=R,"' - Ry 'uu” Ry* (A.4)

and some algebra gives:

1 NPaal
_1 _ ekl
= 02[ 0% + NP] (A.5)
The derivatives of the covariance matrix are then calculated as:
oC da ,  0Oaf
oC O0a Oall
— = NP(—a" +a— A6



since kl'x; = 27” (sin B; cos ¢;z;+cos B; cos ¢y, +sin ¢;z;), by taking the l-th components
of the array response vectors of the i-th signal source we obtain:

dla;]; 0 (1 , 1 : O(—jkix;)
59 20 <\/_exp( J zXl)) \/—exp( jkix;) 50

1 2
= ﬁ exp(—jk;x;) [—j%(cos 0; cos ¢;x; — sin 0; cos d;y;)]

= [—jQTW(cos 0; cos ¢;x; — sin B; cos pyyp)|[ai]; = —7Gi(0;, di)[ai]; (A7)

and similarly,

P~ g B o sinsin i — cosBsin b + cos )i =~ Hi(0 )]
H

6[310 ]l = [].2771'((:05 91 COS ¢i.’rl — sin 01 COS qﬁ,yl)][af{]l = le(HZ, qﬁz)[afl]l

olal"];

2
96 = [j;(— sin 6; sin ¢;x; — cos 6; sin ¢;1; + cos qbizl)][afl]l = jH,(0;, (/ﬁi)[azH]l

so in general, the trace of the matrix of partial derivatives has the expression:

8aH da 8aH da _ N glat ]k dlaly _, Oada”
(A.8)

The Fisher information matrix, when M snapshots of data are taken into account,

has the following expression [25]:

aC _,_,0C Too  Tgg
o -1 1
I, = Mtr lc 5% o ] (A.9)
Ly Ips
note that § = [0, ¢]. Evaluating the cross term Iy, in Equation (A.9) first:
0C 0C
Iy = M —cC!
0 tr lC 90 C™ a¢]
N2P2M NPaa'l  0Oa dall NPaa®l 0a dall
- tr|(1— 22238 (P - af +a22
A l( v a? T2 o np) (552 T2 %)
N2P2M
= g A (A.10)
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We then expand and simplify the expression for A using the trace rule of rotation

tr(ABC) = tr(BCA) and the following property:

Proposition:
oall da  QOa” da
ZC a=0=af == 5= Al
50 2 a o 90 a 9 ( )
Proof:
oal’ Y ola"],
E Y T
N om
= Y j=(wkcosbcosd — ygsin b cos @) [a”]i[alx
= A 1
2 al 2 -
— j_ﬂ-cosecos(bz,xk—j—ﬂ-SiDHCOS(bek:O (A]‘2)
A =1 A k=1
0 0

due to normalization of the array response vector and the centroid reference point

assumption. Q.E.D. Similarly for the other terms in the proposition.

Using Equations (A.8) and (A.11), the expression of A can be simplified into:

T L L R R Y i
- 2+ NP 00 86 T 90 a6V 2+ NP 00 06
NP 0a' Da
= =G wp) 8_gb] (A.13)
thus

1, = NPPM 2 0a"0a)  2M(ASNR) 0a” 0a; 2M(ASNR)
T Tt G2+ NP U090 06 1+ (ASNR)' 00 0 1+ (ASNR)

(A.14)

Where we denote ASNR = % as the received Antenna Signal to Noise Ratio. The
quantity AV is referred to as the Array Variance. Similarly,

2M(ASNR)?

I,y = AV,,
b0 1+ ASNR v
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2M(ASNR)?
= SV N Al
Lo 1+ ASNR Vs (A-15)

Note that AV,, = AV, = %% AV, = %% and AV,, = %2522 The above

give the complete expression for the two-element by two-element Fisher information
matrix, and the diagonal elements of its inverse gives the Cramer Rao Lower Bound

of the angle estimates:
—1

OM(ASNR)? | AVez AVz,

— 1! =
CRB = 1"= 14+ ASNR

1+ ASNR 1 AVey  —AVs, (A.16)
" 2M(ASNR)? AV,,AV,, — AV2 '

Taking the two diagonal elements, we obtain the Cramer Rao Lower Bound for the

azimuth and elevation DOA estimates:

| + ASNR AV,
B —
CRBO) = o3 [(ASNRY AV, AV, — AVZ
1+ ASN AV,
CRB(¢) = - ASNA (A.17)

~ 2M(ASNR)? AV,,AV,, — AVZ

which agrees with the expressions found in [8].
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Appendix B

Desired Signal ARV Error Correlation

Matrix

In this appendix we present the expression of the correlation matrix for the error

vector of the desired signal array response vector.

We make the assumption that the perturbation in the array response vector a
is a zero mean random variable. Given that assumption, the expected value of the

perturbed desired signal correlation matrix has the following expression:
E{Quesirea} = P,E{88"} = P,[aa™ + C;] = P,[Quesirea + Cy]  (B.1)
where the (m,m)th element of C, is C;*™ = E{(&n — am)(am — am)”} = var{an},
and C7"" = E{(am — am)(an — a,)"}.
Since the array response vector a is defined by:

[efjw(:cl cos -+y1sinf) ,—jm(z2 cos O-+y2 sin o) —jm(z s cos §+yas sin 9)] T
7

ooy €

= [Fi(z1,91,0), Fo (22,92,0) - -, Far (xar, ynr, 0)]" (B.2)
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taking the Taylor series expansion of the m-th element of the estimated array response

vector:

A

ém = Fm(xmaymae)

. 0
= F (T, Y, 0) + (0 - 0) g Fm (@ms Y, 0) + (B.3)
am > e d

where the higher order terms are omitted. If we write F (z,y,0) as F (0) then the

(m,n)th elements of C, has the following expression:

Cp = E{(an — F{an}) (8~ E{a.})"}

X
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N——

> 22 0 (—fnw))HCRB(e) (B.A)

since the expression for Fj is:
fk(e) — efjw(:ck cos 9+yy, sin 9) (B5)

taking the derivative %fk gives:

%fk () = e Im@kcosbyising) (_jr(_ g sinf + yy cos 0))

= Fi (0) (jm(xx sin 6 — gy, cos 0)) (B.6)

so the (m,n)th element of the expected value of perturbation of the covariance matrix

for the desired signal )4 has the following expression:

0 0

Cp = o Fn (6) (%}"n (9)) CRB(9)
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Fm (0) F2(0) 7* (3, 5in 0 — 9y, c08 0) (2, 510 0 — 3, cos 0)C RB(0)

T2 (&SI O — Yy €08 0) (2, 8I0 O — y,, cOs B) e T (@m=en) cos O+ {ym—yn)sinb] 1 p B (f)

(B.7)
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