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Abstract

Accurate channel knowledge is indispensable to the practical success of channel-aware

wireless communication technologies. However, channel estimates obtained from pilot

symbols rapidly become outdated due to fast time variations of multipath fading

channels. To reduce system cost, antenna subset selection reduces radio frequency

(RF) chain components. For systems selecting a subset of a plurality of antennas for

reception, this outdated channel information is a significant impediment to selection

and data decoding reliability. In this thesis, training-based schemes for antenna

selection (AS) for time-varying channels which account for practical constraints such

as training, packetization and antenna switching time are proposed based on discrete

prolate spheroidal sequences. They only operate with knowledge or estimates of the

Doppler frequency and the channel signal-to-noise ratio (SNR), but do not require

detailed statistical correlation knowledge.

A pilot-based AS scheme for time-varying frequency-flat channels for single input–

multiple output (SIMO) systems selecting one of a plurality of antennas using packet

or symbol-rate antenna switching is first proposed. It is demonstrated that the pre-

sented scheme provides significant performance gain over AS methods using Fourier-

based orthogonal training as well as over single antenna systems with perfect channel

knowledge. Analytical expressions for the symbol error probability (SEP) of M-ary
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phase-shift keying (MPSK) for systems employing the suggested techniques are pro-

vided.

The second part of this thesis investigates the more general case of selecting a

subset of a plurality of receive antennas. A new pilot-based receive antenna sub-

set selection algorithm for time-varying frequency-flat channels is presented. The

proposed AS algorithm is shown to outperform AS methods based on Fourier predic-

tion/estimation as well as SIMO systems with perfect channel knowledge. Analysis of

MPSK and quadrature amplitude modulation (MQAM) SEP for systems with receive

AS is provided.

The combination of AS and orthogonal frequency division multiplexing (OFDM)

over the more realistic time-varying and frequency-selective fading scenario is exam-

ined in the final part. Training schemes for receive AS using packet-rate antenna

switching for SIMO and multiple input–multiple output (MIMO) OFDM systems are

developed. The suggested schemes exhibit a superior performance over AS meth-

ods using either linear interpolation/extrapolation or Fourier prediction/estimation

techniques.
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Chapter 1

Introduction

Wireless communications systems are widely deployed to provide various types of

services including wireless mobile data services. In general, a mobile wireless link

may be established via single and/or multiple antennas. However, multiple an-

tenna systems have been adopted in several wireless standards [1, 2] ever since re-

cent studies have demonstrated their ability to improve system reliability and ca-

pacity/throughput [30, 36, 96]. In long term evolution (LTE) of the third generation

partnership project (3GPP), the basestation uses two antenna elements for both trans-

mission and reception, while the mobile station uses two antennas for reception and

single antenna for transmission [2]. These promised benefits occur in rich-scattering

propagation environments and where channel knowledge can be inferred. Orthogo-

nal frequency division multiplexing (OFDM) and/or orthogonal frequency division

multiple access (OFDMA) signaling techniques have also been adapted from wireline

DSL/ADSL systems to deal with multipath delay-spread wireless channels. Initially,

multiple antenna schemes were developed that do not require channel knowledge,

i.e., open-loop systems including space-time coding [4] and spatial multiplexing [29].

Multiple antenna signaling schemes that exploit knowledge of the channel include



1.1. MOTIVATION 2

antenna selection [65, 80] and beamforming/precoding [36, 76]. While demonstrating

performance gains, complexity and cost of multiple antenna systems are often higher

than those of conventional single antenna systems.

Antenna selection (AS) judiciously exploits the diversity benefits of multiple an-

tennas while potentially reducing hardware complexity and costs at the transmitter

and/or receiver of a wireless system. In AS, only a subset of a plurality of antennas

is selected and connected to a limited number of radio-frequency (RF) chains based

on the current fading states. This conceivably retains the advantages of multiple

antennas, while using fewer of the expensive RF chains. Antenna selection may also

be applied to multiple antenna systems employing other existing signaling schemes

such as transmit diversity and spatial multiplexing schemes. Through this, additional

gains may be realized.

Thus, antenna selection is a promising approach for lowering MIMO system com-

plexity while leveraging most of the advantages of multiple antennas.

1.1 Motivation

There are a number of existing studies on both optimal and suboptimal reduced

complexity AS algorithms [11, 12, 15, 22, 32, 38–41, 46, 47, 53, 64, 68]. The capacity,

diversity and diversity-muliplexing performance of AS systems are studied in [9, 16,

33, 51, 66, 93, 95, 98, 102, 106]. Antenna selection for OFDM systems is considered

in [10, 20, 61, 83, 85, 90, 103]. Bulk versus per-tone AS for MIMO-OFDM systems is

examined in [21,81,104]. However, to date, far fewer studies exist that deal with the

practical issues of pilot-based training methods for antenna selection.

Most of the above references assume slowly time-varying fading and/or perfect
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knowledge of the channel at the basestation wherein the selection of antennas is

made. In practice, knowledge or estimation of the channel is often obtained through

the insertion of training or pilot symbols. Unfortunately, the mobile communication

environment exhibits a randomly time-varying frequency-selective channel due to the

mobility of users and reflections from multiple scatterers. Thus, wireless transmis-

sion is impaired by both delay-spread and Doppler induced temporal variations. This

implies that preliminary channel estimates obtained from pilot symbols get rapidly

outdated. This inaccurate and/or outdated knowledge impacts both the selection and

decoding processes. Thus, a need exists for the development of more reliable antenna

selection schemes for time-varying frequency-selective, i.e., doubly selective channels

which maintain most of the diversity benefits of multiple antennas. At the same time,

it is of interest to design schemes which explicitly take into account practical con-

straints such as training, packetization and antenna switching time. This motivates

this investigation into low complexity training-based antenna selection schemes which

exploit prediction and estimation of the channel over the data transmission phase in

the selection and decoding mechanisms. This study aims to provide accurate knowl-

edge and insight into the realistic achievable gain and benefits of antenna selection

over doubly dispersive channels. Therefore, it is beneficial to derive results that give

additional analytical insight into such schemes. The objectives of this thesis are to

address these issues.

The impact of imperfect channel knowledge on the performance of a space-time

coded AS system in Rayleigh fading is presented in [97]. The effects of channel

estimation errors on the performance of optimum and suboptimum selection diver-

sity receivers in Rayleigh fading channels is presented in [7]. The performance of a
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space-time coded AS system employing transmit AS system along with maximal ra-

tio transmission with feedback delay and channel estimation error is analyzed in [44].

The symbol error probability (SEP) performance for antenna subset selection sys-

tems over flat Rayleigh fading with imperfect channel knowledge is studied in [35].

Receive antenna selection for OFDM-based multiple antenna systems with channel

estimation error is studied in [67]. The effects of feedback delay on the performance

of systems employing transmit AS and maximal ratio combining at the receiver is

studied in [71, 73]. It is shown that with perfect demodulation using ideal Wiener

filtering at the receiver full diversity order is preserved [71]. In [35, 43, 67, 73, 99], it

is shown that channel estimation errors result in a fixed signal-to-noise ratio (SNR)

loss and do not affect the diversity gain while feedback delay alters the diversity

order. Weighted AS rules for time-varying channels which use temporal correlation

knowledge are proposed in [54, 55]. However, it is worth mentioning that only chan-

nel gain estimates obtained during the AS training phase are used in the selection

and decoding mechanisms in [54] and [55] since channel gain estimates over the data

transmission phase are not yet available. This causes a loss in SNR. We also note

that the weighted selection criterion used in [54] and [55] requires a priori temporal

correlation knowledge.

The above observations motivate investigation into low-complexity training-based

AS algorithms for time-varying channels which use channel knowledge or estimates

in the data transmission phase in the selection and decoding processes. In addition,

reliability and low complexity estimation and prediction is needed to realize these

systems in practice. The optimal Wiener predictor/estimator requires detailed ac-

curate channel covariance knowledge, which varies over different environments. This
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assumed wide-sense stationary statistics with channel knowledge that is difficult to

obtain due to bursty transmission, as for example in vehicular scenarios [70,100,101].

Therefore, the optimum Wiener predictor/estimator does not lend itself to a practical

low complexity design. This motivates the use of adaptive prediction methods, includ-

ing that which employs the recently-proposed low-complexity Slepian basis expansion

channel estimator and channel predictor to obtain reliable CSI at the receiver. In this

thesis, we investigate antenna selection over more realistic doubly selective channels.

By explicitly accounting for practical constraints such as training, packetization and

antenna switching time, we propose low complexity training-based antenna selection

schemes for time-varying and frequency-selective channels which exploit bandlimited

Slepian sequences for channel estimation and prediction. Techniques are proposed in

this thesis for both per-packet and symbol-by-symbol switching. While they do re-

quire knowledge or estimation of the Doppler frequency which is directly proportional

to the relative speed between transmitter and receiver, they do not require detailed

correlation knowledge. Many techniques have been proposed for estimation of the

maximum Doppler frequency [8, 48, 69, 84]. As this topic is well investigated, note

that Doppler estimation is beyond the scope of the thesis.

1.2 Thesis Overview

Chapter 2 describes the time-varying multipath wireless channel model used in this

thesis. Background information concerning OFDM, basis expansion channel estima-

tion/prediction models including Slepian and Fourier expansion models, as well as

linear interpolation/extrapolation techniques are also presented there.

Chapter 3 presents a low complexity training-based single receive antenna selection
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scheme for time-varying and frequency-flat channels for per-packet and symbol-by-

symbol switching. An approach to determine the subspace dimension, i.e., number of

basis functions that reduces the mean square error (MSE) of the Slepian basis expan-

sion channel estimator/predictor is also presented. The proposed antenna selection

scheme is then analyzed to evaluate the symbol error probability (SEP) of M-ary phase

shift keying (MPSK) in time-varying and frequency-flat channels. The derived results

provide insight for the MPSK SEP of subcarriers for OFDM systems selecting the

same antenna for all subcarriers. Performance of OFDM in doubly selective fading is

postponed to Chapter 5.

Chapter 4 studies the more general case of selecting a subset of a plurality of

receive antennas under the same time-varying and frequency-flat channel conditions

as in Chapter 3. A new training-based receive antenna subset selection algorithm for

time-varying and frequency-flat channels is presented. The proposed method employs

both per-packet and symbol-by-symbol switching. Performance analysis to evaluate

the SEP of MPSK and M-ary quadrature amplitude modulation (MQAM) in time-

varying and frequency-flat fading with receive AS is then provided. The presented

expressions provide insight into the MPSK and MQAM SEP of subcarriers for OFDM

systems selecting the same subset of receive antennas for all the subcarriers.

The fifth chapter examines antenna selection combined with OFDM over the more

realistic double selective fading scenario, i.e., time-varying and frequency-selective

channels. The single-carrier training-based receive AS methods for time-varying

frequency-flat channels based on Slepian subspace projections from Chapters 3 and 4

are extended to accommodate single input–multiple output (SIMO) and multiple



1.3. SUMMARY OF CONTRIBUTIONS 7

input–multiple output (MIMO) OFDM-based systems over time-varying frequency-

selective fading. The reported results provide insights into the performance/complexity

tradeoffs and achievable gain of the presented methods and also of antenna selection

in general over realistic fading scenarios.

The sixth and final chapter contains a compendium of the principal results pre-

sented in the thesis as well as suggestions for further research.

1.3 Summary of Contributions

The main contributions of the thesis are briefly summarized as follows:

• Predictive pilot-based training receive AS algorithms that explicitly account

for fast time variations of channels by using knowledge of preamble pilots and

distributed post-selection pilots for selection and data decoding are proposed.

• Performance evaluation of the above receive AS methods for single carrier time-

varying Doppler fading channels using packet or symbol-rate antenna switching

is reported.

• Symbol error probability (SEP) analysis of the proposed single carrier AS schemes

is provided.

• The performance of the above AS techniques are then evaluated for OFDM sys-

tems over more realistic time-varying and frequency-selective channels. Train-

ing schemes for per-packet receive AS for MIMO OFDM systems are developed.

Simulation results that quantify the performance of the presented schemes and

existing methods are reported.
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• A technique for choosing appropriate subspace dimension for DPS sequences

that explicitly accounts for mean squared error estimation/prediction and SNR

is developed.
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Chapter 2

Background

In this chapter, we discuss the theoretical background related to the thesis. The

wireless channel model is first described. Background information concerning orthog-

onal frequency division multiplexing (OFDM) is summarized in Sec. 2.2. Discrete

prolate spheroidal (DPS) sequences are presented in Sec. 2.4. Slepian basis expan-

sion channel estimator and predictor are described in Sec. 2.5. By employing DPS

sequences, Slepian estimator/predictor explicitly takes into account temporal varia-

tions of the channel. As described in subsequent chapters, the proposed training-based

antenna selection schemes uses Slepian subspace projection techniques. Orthogonal

Fourier based channel estimation/prediction and linear interpolation/extrapolation

techniques are presented in Secs. 2.6 and 2.7, respectively.

2.1 Wireless Channel Model

The mobile communication environment exhibits a randomly time-varying multipath

channel due to the relative radial motion between the transmitter and receiver in-

cluding moving scatterers, and multipath propagation delays. The channel link is

modeled as a length-L finite impulse response (FIR) filter, for which the continuous
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time impulse response is given by [36,59,74,87]

h (t, τ) =
L−1∑
`=0

√
P (τ`)w` (t) δ (τ − τ`) (2.1)

where δ (t) denotes the Dirac delta function, τ` is the propagation delay of the `th

complex channel tap w` (t) of average power P (τ`). {P (τ`)}L−1
`=0 represent the channel

power delay profile (PDP), normalized as
L−1∑̀
=0

P (τ`) = 1. The wide sense stationary

uncorrelated scattering (WSSUS) model is commonly used for multipath wireless

channels [36, 72, 74, 87]. The complex channel taps are wide sense stationary (WSS)

narrowband complex Gaussian random processes. They are independent for each

tap since the scatterers at different delays are uncorrelated. In (2.1), the time di-

mension t relates to the temporal selectivity of the channel. The delay dimension

τ captures the frequency-selectivity of the channel. The multipath delay spread of

the frequency-selective (time-dispersive) channel is much longer than the transmit-

ted symbol duration. As described in the next section, OFDM mitigates the effects

of delay spread by increasing the symbol duration of each subcarrier. This enables

simple per-subcarrier frequency-domain equalization and channel estimation.

Let m index the discrete time with symbol rate Rs , 1
Ts

, where Ts denotes the

symbol duration. The discrete-time channel impulse response can thus be expressed

as [58,92]

h [m, `′] , h (mTs, `
′Ts)

=
L−1∑
`=0

√
P [`]w` [m] δ [`′ − `] (2.2)

where standard sampling notation is used in (2.2), i.e., discrete-time signal x [n] is
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obtained from continuous signal x (t) by sampling at period Ts according to x [n] ,

x (nTs) with n ∈ Z.

Clarke’s spectrum which models the Doppler power spectrum in two-dimensional

isotropic scattering, i.e., uniform distribution for the azimuth angle of arrival of mul-

tipath components, is given by [18,36,72]

Sh [ν] =


1

πνmax

√
1−( ν

νmax
)
2 |ν| < νmax,

0 otherwise

(2.3)

where the maximum normalized Doppler frequency νmax is given by [74,87]

νmax , fDTs =
vmaxfc

co

Ts. (2.4)

In (2.4), the Doppler frequency fD , vmaxfc
co

measures the change in frequency with

vmax the radial component of the user velocity, fc the carrier frequency, and co the

speed of light. The larger the Doppler frequency, the more rapidly the channel changes

in time (time-selective). The coherence time, within which the channel remains

strongly correlated, is inversely proportional to the Doppler frequency fD. As is

apparent from (2.3), the frequency dispersion caused by the Doppler shift is captured

by the power spectrum. Specifically, the bandwidth of the spectrum Sh [ν] is 2νmax,

i.e., Sh [ν] is bandlimited to the frequency range [−νmax, νmax]. As described in more

detail in Sec. 2.5, the basis expansion functions of the Slepian estimator/predictor

(i.e., Slepian sequences) are also bandlimited to the frequency range [−νmax, νmax].

Therefore, the rate of channel time variation is captured by the Slepian sequences.

For the aforementioned two dimensional isotropic scattering, the autocorrelation
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function of the channel h [m, `′], which corresponds to the bandlimited power spectral

density in (2.3), is given by [18,36]

Rh [∆m] , E {h [m, `′]h∗ [m+ ∆m, `′]}

= J0 (2πνmax∆m) (2.5)

where (·)∗ denotes complex conjugate and J0 (·) is the zeroth order Bessel function of

the first kind. Eq. (2.5) measures how fast the channel decorrelates with time. For

time-invariant channels, νmax = 0 and Rh [∆m] = 1.

In narrowband channel, i.e., frequency-flat channel the multipath components are

superimposed since the delay spread of the channel is much shorter than the signal

duration. The discrete-time channel impulse response is given by

h [m] , h (mTs, 0) = w [m] δ [m] . (2.6)

As discussed in the next sections, each OFDM subcarrier carries a narrowband signal

that sees time-varying frequency-flat fading. This enables the use of Slepian estima-

tor/predictor for channel estimation/prediction.

In summary, the wireless channel exhibits delay and Doppler spread, resulting

in doubly selective fading (time and frequency selective). Therefore, signalling in

wireless environments is impaired by delay and Doppler spread.
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2.2 Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing is a convenient signaling technique for

dealing with multipath fading channels [17, 36]. In OFDM, the transmission band-

width is divided into multiple narrowband subcarriers. The input information sym-

bols are transmitted simultaneously at different frequencies to the receiver. At the

transmitter, an Nsc-point inverse fast Fourier transform (IFFT) block modulates the

Nsc frequency domain input information symbols to obtain Nsc time-domain sam-

ples of the OFDM signal. OFDM subcarriers have sinc(x) , sin(πx)
πx

shaped spectra.

Therefore, the OFDM signal spectrum consists of overlapping sinc frequency bands.

However, this overlap does not cause any inter-carrier interference (ICI) since OFDM

subcarriers are orthogonal. After IFFT modulation, a time-domain guard interval

(redundant cyclic prefix) of length-Ng larger than the delay spread of the channel is

inserted to prevent inter-symbol interference (ISI). The resulting length-(Nsc + Ng)

OFDM signal is then transmitted over the channel. At the receiver the cyclic prefix

is removed, and the Nsc time-domain samples of the received OFDM signal are fast

Fourier transform (FFT) demodulated to obtain the frequency-domain received data

symbols. This enables simple per-subcarrier equalization and channel estimation.

In summary, by using orthogonal subcarriers and cyclic prefix OFDM increases

the actual symbol duration. This mitigates the effect of delay spread, i.e., ensures

time-varying frequency-flat fading on each subchannel, but this also leads to higher

temporal channel variations because Doppler spread increases as well. This causes

performance degradation and ICI resulting from Doppler spread since orthogonality

of the subcarriers is not preserved [36, 57, 88]. In Chapter 5, it is demonstrated that

OFDM can be combined with antenna selection and, a gain can be observed over
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OFDM systems with no AS at low and high Doppler rates.

2.3 Switching Technologies

Radio frequency (RF) switches are used in many wireless communications systems.

To choose an appropriate RF switch it is essential to first consider the required per-

formance specifications, such as insertion loss and switching speed. RF microelec-

tromechanical system (MEMS) switches operate at RF to mm-wave frequencies (0.1

to 100 GHz) [75]. The switching speed of most RF MEMS switches is 2 to 40 µs with

an insertion loss of only 0.1 dB. Current solid-state RF technologies (PIN diode- and

FET- based) offer a faster switching time of 1 to 100 ns with an insertion loss of 1 to

3 dB.

2.4 Discrete Prolate Spheroidal Sequences

In [86], Slepian first introduced discrete prolate spheroidal (DPS) sequences. This

work has had tremendous impacts in the fields of mathematics and engineering. For

instance, DPS sequences have been used for spectrum estimation [91]. In signal

processing, they have been used in particular for estimation [100] and approximation

and prediction of bandlimited signals [101]. They constantly find applications to new

areas. In this thesis, we apply DPS to communications specifically to MIMO systems

employing antenna selection. We now introduce the DPS sequences which are used

as basis functions to predict and estimate time-varying frequency-flat channels as

described in the next section.

The orthogonal DPS sequences are simultaneously bandlimited to the frequency

range [−νmax,+νmax] and energy-concentrated in the time interval Ibl = {0, 1, . . . ,
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M ′ − 1}. The energy concentration of a DPS sequence {ud [m]} in the time interval

Ibl is defined as [86,100]

λd =

M ′−1∑
m=0

|ud[m]|2

+∞∑
m=−∞

|ud[m]|2
, d ∈ {0, 1, . . . ,M ′ − 1}. (2.7)

The M ′ DPS sequences {ud [m] | m ∈ Z}M
′−1

d=0 are defined as the real solutions to the

following system of linear equations [86]

M ′−1∑
l=0

A [l −m]ud [l] = λdud [m] , m ∈ Z, d ∈ Ibl (2.8)

where

A [l −m] =
sin (2πνmax (l −m))

π (l −m)
. (2.9)

The eigenvalues {λd}M
′−1

d=0 decay exponentially for d ≥ D′, where the essential sub-

space dimension D′ is given by [86]

D′ = d2νmaxM
′e+ 1 (2.10)

and dxe denotes the smallest integer greater than or equal to x.

As mentioned earlier, the DPS sequences {ud [m] | m ∈ Z}M
′−1

d=0 are orthogonal.

Further, even the restrictions of the DPS sequences on Ibl, i.e., {ud [m] | m ∈ Ibl}M
′−1

d=0 ,

are orthonormal [86], i.e.,

M ′−1∑
m=0

ud[m]ud′ [m] = λd

+∞∑
m=−∞

ud[m]ud′ [m] = δdd′ (2.11)
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Figure 2.1: Slepian sequences in the discrete time interval Ibl = {0, 1, . . . , 99} with
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where d, d′ ∈ {0, . . . ,M ′ − 1}. Thus, {ud [m] | m ∈ Ibl}M
′−1

d=0 form a set of M ′-length

basis vectors {ud}M
′−1

d=0 . Based on (2.8), the length-M ′ basis vectors {ud}M
′−1

d=0 are,

thus, the eigenvectors of the M ′ ×M ′ matrix A [86]

Aud = λdud (2.12)

where M ′ × 1 basis vector ud , [ud [0] , ud [1] , . . . , ud [M ′ − 1]]T with (·)T denoting

the transpose. The entries of A are formed from (2.9) as [A]l,m = A [l −m] for

l, m ∈ Ibl. As shown in Sec. 2.5.1, the DPS sequences time-limited to Ibl, which

form an orthonormal set of basis functions {ud}M
′−1

d=0 , can be used to estimate the

time-varying channel over Ibl.

Figs. 2.1 and 2.2 depict the Slepian sequences and their corresponding eigenvalues

in the discrete time interval Ibl = {0, 1, . . . , 99} with νmax = 0.0114. A different

example can be found in [100].

2.5 Slepian Basis Expansion Model

Next-generation wireless systems are envisioned to provide high data rate and reli-

able services in high mobility environments [1, 2]. As mentioned above, the mobile

communication environment is characterized by a randomly time-varying multipath

channel due to the mobility of users and reflections from multiple scatterers. To

achieve reliable communication, accurate channel knowledge is necessary at the re-

ceiver. In high mobility environments, the Doppler frequency is high and the channel

changes rapidly over time. This implies that channel state information (CSI) gets

rapidly outdated, limiting the accuracy of the channel knowledge at the receiver. In

time-varying fading, pilot-aided channel prediction/estimation methods are essential
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due to the short coherence time of the channel.

The optimal Wiener predictor/estimator utilizes detailed covariance knowledge to

estimate time-varying frequency-flat fading [13, 25, 52]. This knowledge is difficult

to obtain due to bursty transmission, or over the short time interval in which the

channel WSS in vehicular scenarios [70, 100, 101]. This motivates the use of the

recently-proposed low-complexity Slepian basis expansion channel estimator [86,100]

and channel predictor [86, 101] to obtain reliable CSI at the receiver. Unlike many

linear estimation/prediction techniques that require detailed covariance knowledge,

this Slepian basis expansion estimator/predictor requires only knowledge or estimate

of the Doppler frequency.

In short, in basis expansion estimation/prediction techniques, preliminary channel

gain estimates are first obtained from the observations over the pilot symbols. Then,

(time-invariant) basis expansion coefficients are obtained from the estimates. The

channel gains over a length-M ′ time interval are approximated as linear combinations,

i.e., weighted linear sum of a specific set of (time-varying) basis functions [14, 34, 56,

62, 82, 100]. The weights are the estimated expansion coefficients. In general, the

accuracy of any basis expansion model depends on the set of basis functions. The basis

functions of the Slepian channel estimator/predictor are the DPS sequences [86]. They

capture the fading temporal variations because they are bandlimited the maximum

Doppler frequency of the channel. The Fourier basis expansion estimator uses complex

exponential basis functions [34,56,62,82,100].

In summary, the Slepian estimator/predictor takes into account the Doppler rates

of the channel. Only knowledge or estimate of the Doppler bandwidth is needed.
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2.5.1 Slepian Basis Expansion Channel Estimator

To enable estimation of a time-varying frequency-flat channel for a length-M ′ block

of data transmission, M ′−J data symbols and J interleaved pilot symbols are trans-

mitted in a pattern specified by index set J .

The aforementioned DPS sequences time-limited to Ibl = {0, 1, . . . ,M ′ − 1} are

used to estimate the time-varying channel over time interval Ibl. Denote the channel

gain estimates by
{
ĥSE [m] | m ∈ Ibl

}
, where the superscript (·)SE indicates Slepian

esitmation [100]. The basis expansion estimator approximates the M ′×1 true channel

vector h , [h [0] , h [1] , . . . , h [M ′ − 1]]T in terms of a linear combination ĥ
SE

of D

length-M ′ basis vectors {ud}D−1
d=0 as [100,101]

h ≈ ĥ
SE

= Uĉ =
D−1∑
d=0

ĉdud (2.13)

where U , [u0, . . . ,uD−1] is an M ′×D matrix, ud , [ud [0] , ud [1] , . . . , ud [M ′ − 1]]T ,

and D is the subspace dimension, i.e., number of basis functions. It is given by [101]

D = argmin
d∈{1,...,J}

(
1

2νmaxJ

J−1∑
i=d

λi +
d

J
No

)
(2.14)

where the signal-to-noise ratio (SNR) is defined as η , 1
No

withNo the noise power and

data symbols are drawn with equal probability from a constant modulus constellation,

i.e., the average symbol energy Es = 1. We note that the dimension D in (2.14)

depends on the maximum normalized Doppler frequency νmax, the channel SNR, and

the number of pilot symbols.
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In general, estimates of the Doppler rate and SNR are required. Therefore mis-

matched or imperfect estimates of the Doppler rate and SNR affect the generation of

DPS sequences in (2.8) and dimension D in (2.14). This further reduces accuracy of

the DPS representation since perfect knowledge of the Doppler frequency and SNR

cannot be obtained in practice. It should also be noted that the mean-squared er-

ror in the DPS representation is not guaranteed to decrease monotonically as SNR

increases. In the subsequent chapters, based on (2.14) an approach to determine the

subspace dimension that reduces the mean square error (MSE) of the Slepian esti-

mator/predictor is presented. In (2.14), the eigenvalues are assumed to be ranked

as λ0 ≥ λ1 ≥ . . . ≥ λJ−1. The D × 1 vector ĉ , [ĉ0, ĉ1, . . . , ĉD−1]T contains the

basis expansion coefficients. It is estimated using the J interleaved pilot symbols

{p [l] | l ∈ J }, received at times l ∈ J , via [100]

ĉ = G−1
∑
l∈J

y [l] p∗ [l]f ∗ [l] (2.15)

where (·)∗ denotes complex conjugate, y [l] is the received signal, and the D×1 vector

f [l] is defined as [u0 [l] , . . . , uD−1 [l]]T , and G is a D ×D matrix given by

G =
∑
l∈J

f [l]f † [l] |p [l]|2 (2.16)

where (·)† denotes Hermitian transpose.
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2.5.2 Slepian Basis Expansion Channel Predictor

The Slepian predictor uses the extension of the DPS sequences that are time-limited

to Ibl as the basis vectors. They are calculated by [86,101]

ud [m] =
1

λd

M ′−1∑
l=0

A [l −m]ud [l] , m ∈ Z \Ibl (2.17)

where A\B denotes the set that contains all those elements of A that are not in B.

Denote the predicted channel gains by
{
ĥSP [m] | m ∈ Z \Ibl

}
, where the superscript

(·)SP indicates Slepian prediction [86, 101]. The Slepian prediction of a time-varying

frequency-flat channel can be expressed as [101]

ĥSP [m] = fT [m] ĉ =
D−1∑
d=0

ĉdud [m] , m ∈ Z \Ibl (2.18)

where f [m] = [u0[m], . . . , uD−1[m]]T .

We note that to generate the DPS basis functions for channel estimation and

prediction O ((M ′)3) complex multiplications are required [37]. The matrix inversion

of the D ×D matrix G in (2.15) requires O (D3) complex multiplications [37].

2.6 Fourier Basis Expansion Model

The Fourier expansion estimator/predictor uses orthogonal Fourier sequences as basis

functions. They are given by [34,100]

ud [m] =
1√
M ′

exp

j2π
(
d− (D′−1)

2

)
m

M ′

 , m ∈ Ibl (2.19)
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for d = 0, 1, . . . , D′ − 1, where the essential subspace dimension D′ = d2νmaxM
′e+ 1.

The Fourier basis expansion approximates the channel gain estimates over Ibl us-

ing (2.13) and (2.19). We note that the Fourier basis expansion model uses orthogonal

Fourier sequences which do not capture the temporal variations of the channel.

Therefore, the Fourier-based estimator uses a fading-independent set of functions

for channel estimation. These coefficients were included since they are often used for

the quasi-static model where the channel gain variation is negligible.

2.7 Linear Interpolation/Extrapolation

From the observations {y [m] | m ∈ J } over the J received pilot symbols, linear

interpolation/extrapolation is carried out to obtain channel gain estimates
{
ĥLIE [m] |

m ∈ Ibl

}
over the discrete time interval Ibl = {0, 1, . . . ,M ′ − 1} as [23,31]

ĥLIE [m] = β1m+ β2, m ∈ Ibl (2.20)

where the 2× 1 vector β , [β1, β2]T comprises the coefficients of the linear model. It

is given by [23,31]

β =
(
V TV

)−1
V T h̃, m ∈ J (2.21)

where the J × 2 matrix V is given by [23,31]

V =


J [1] 1

...
...

J [J ] 1

 . (2.22)
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In (2.22), J [l] for l = 1, 2, . . . , J is defined as the ith element of the pilot pattern

index set J . In (2.20), the J × 1 vector h̃ contains the preliminary channel gain

estimates
{
h̃ [m] | m ∈ J

}
obtained from the observations over the J received pilot

symbols
{
y [m] | m ∈ J

}
. The lth element of the J × 1 vector h̃ is defined as

h̃ [l] = y [l] p∗ [l], where y [l] and p [l] denote the received signal and pilot symbol at

times l ∈ J , respectively.

Notice that vector V is of size J×2, i.e., depends on number of pilot symbols. The

computational complexity of linear interpolation/extrapolation in (2.20) is O (J).

Other interpolation methods include quadratic and spline interpolation [23, 31].

For more other techniques for channel prediction, we refer to [13,19,23,26,31,60].
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Chapter 3

Training Approaches for Selection of Single

Antenna Subsystems in Doppler Fading

3.1 Introduction

To accommodate the rate and reliability requirements set by forthcoming applications

such as mobile television, next-generation wireless standards such as IEEE 802.11n [1]

and long term evolution (LTE) of the third generation partnership project (3GPP) [2]

have adopted multiple input–multiple output (MIMO) technology, orthogonal fre-

quency division multiplexing (OFDM) and/or orthogonal frequency division multiple

access (OFDMA) as signalling formats over the physical channel. Further, antenna

selection (AS) at the transmitter and/or receiver has been standardized in IEEE

802.11n [1].

Antenna selection may be used to reduce hardware complexity at the transmitter

and/or receiver of a wireless system. In AS, only a subset of the antenna elements

(AEs) is connected to a limited number of radio frequency (RF) chains based on the

current channel fades. This potentially retains the advantages of multiple antennas,
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despite using fewer of the expensive RF chains that are comprised of low-noise ampli-

fiers (LNAs), mixers, and oscillators [65, 80]. We focus here on the single receive AS

scenario because it retains most of the diversity benefits of multiple antennas while

minimizing hardware complexity.

There are a number of existing studies on both optimal and suboptimal AS algo-

rithms as well as on the capacity, diversity, and diversity-multiplexing performance

of AS [9, 11, 12, 16, 22, 32, 33, 38–41, 46, 47, 51, 64, 66, 68, 95, 98, 102, 106]. However, to

date, far fewer studies exist that deal with the practical issues of pilot-based training

and AS implementation.

In most of the above references, perfect channel knowledge is assumed. However,

the mobile communication environment exhibits a randomly time-varying channel due

to the mobility of users and reflections from multiple scatterers. This implies that

channel state information (CSI) gets rapidly outdated, limiting the accuracy of the

channel knowledge at the receiver. The impact of erroneous CSI on the performance of

a space-time coded AS system in Rayleigh fading is studied in [97]. The performance

of maximal ratio transmission (MRT) and transmit antenna selection with space-

time block coding (TAS/STBC) in MIMO systems with both CSI feedback delay and

channel estimation error is analyzed in [44]. An analytical framework to evaluate the

symbol error probability (SEP) performance for diversity systems in which a subset

of the available diversity branches are selected and combined over flat Rayleigh fading

with imperfect channel knowledge is developed in [35]. Receive AS for space-time-

frequency (STF) coded MIMO-OFDM systems with imperfect channel estimation is

studied in [67]. The effects of feedback delay and channel estimation errors on the

performance of a MIMO system employing AS at the transmitter and maximal ratio
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combining (MRC) at the receiver is studied in [73]. In [73], it is shown that channel

estimation errors result in a fixed signal-to-noise ratio (SNR) loss while feedback

delay alters the diversity order. Weighted AS rules for time-varying channels which

use temporal correlation knowledge are proposed in [54, 55]. However, it is worth

mentioning that only channel gain estimates obtained during the AS training phase

are used in the selection and decoding mechanisms in [54] and [55] since channel gain

estimates over the data transmission phase are not available, which incurs a loss in

SNR. We also note that the weighted selection criterion used in [54] and [55] requires

temporal correlation knowledge.

Motivated by the above observations, refs. [77–79] recently proposed low com-

plexity training-based receive AS algorithms for time-varying channels. The methods

employ both per-packet and symbol-by-symbol switching. They also use channel

knowledge of the data transmission phase in the selection and decoding processes

by utilizing a low training overhead Slepian predictor [101] and estimator [100]. This

Slepian estimator/predictor only requires knowledge or estimate of the Doppler band-

width. The contributions of this chapter are summarized as follows:

• A single receive antenna selection method for time-varying frequency-flat fading

which uses Slepian basis expansion for prediction [101] and estimation [100] is

proposed. An approach to determine the subspace dimension that reduces the

mean square error (MSE) of the Slepian estimator/predictor is also presented.

• Analytical expressions for the symbol error probability (SEP) of M-ary phase-

shift keying (MPSK) with receive AS are provided, along with corresponding

simulations.

• Extensive simulation results are presented to compare the performance of the
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proposed method to that of ideal conventional single input–single output (SISO)

systems with perfect CSI but no AS at the receiver as well as AS based on con-

ventional orthogonal Fourier based prediction/estimation. Performance com-

parison with linear prediction-based training with AS is reported in Chapter 5.

This chapter is organized as follows: the detailed system model is described in

Section 3.2. The training-based receive AS method for time-varying frequency-flat

fading is developed in Sec. 3.3. The SEP is analyzed in Sec. 3.4. Analytical and

simulation results are discussed in Sec. 3.5. Our conclusions follow in Sec. 3.6.

3.2 System Model

Consider a system with one transmit, Kr receive antennas, but equipped with only

one RF chain as depicted in Fig. 3.1. Depending on the AS switching time, either per-

packet or symbol-by-symbol AS can be used. For example, microelectromechanical

system (MEMS) switches may perform per-packet switching with negligible atten-

uation [75]. On the other hand, while solid-state switches can enable switching of

antennas between symbols, their attenuation is non-negligible [88].
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o f K r
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Figure 3.1: Antenna selection system model.
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3.2.1 Channel and Signal Model

In wideband signals, the multipath delay spread is much longer than the transmitted

signal duration. This implies that a discrete number of multipath components, L,

can be resolved in time [36]. The channel is thus frequency-selective and modeled as

a length-L finite impulse response (FIR) filter, for which the continuous time impulse

response is given by [59,74,87]

hkr (t, τ) =
L−1∑
`=0

√
P (τ`)wkr,` (t) δ (τ − τ`) , kr = 1, 2, . . . , Kr (3.1)

where δ (t) denotes the Dirac delta function, τ` is the propagation delay of the `th com-

plex channel tap wkr,` (t) of average power P (τ`). {P (τ`)}L−1
`=0 represent the channel

power delay profile (PDP), normalized as
L−1∑̀
=0

P (τ`) = 1. The wide sense station-

ary uncorrelated scattering (WSSUS) model is commonly used for multipath wireless

channels [74,87]. The complex channel taps are wide sense stationary (WSS) narrow-

band complex Gaussian random processes. They are independent for each tap since

the scatterers at different delays are uncorrelated. The Doppler frequency for each

channel tap is proportional to the maximum normalized Doppler frequency [74,87]

νmax , fDTs =
vmaxfc

co

Ts (3.2)

where Ts denotes the symbol duration and the Doppler frequency fD , vmaxfc
co

with

vmax the radial component of the user velocity, fc the carrier frequency, and co the

speed of light.

For narrowband signals the multipath delay spread is much shorter than the signal

duration. The received multipath components are thus superimposed [36]. We note
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that in multicarrier modulation such as OFDM, each OFDM subcarrier carries a

narrowband signal that sees time-varying frequency-flat fading. In this chapter, time-

varying frequency-flat fading is considered, i.e., where the symbol duration is much

longer than the delay spread of the time-varying impulse response. We note that this

assumption is actually relaxed somewhat in Chapter 5. From (3.1), the discrete-time

channel impulse response between the single antenna transmitter and receive AE kr

is

hkr [m] , hkr (mTs, 0) = wkr (mTs) (3.3)

where standard sampling notation is used in (3.3), i.e., discrete-time signal x [n] is

obtained from continuous signal x (t) by sampling at period Ts according to x [n] ,

x (nTs) with n ∈ Z. Therefore, the time-varying frequency-flat channel represents a

sequence of complex channel gain scalars at the symbol rate Rs , 1
Ts

and bandlimited

by νmax.

Let m index discrete time with symbol rate Rs. The received signal at receive AE

kr can be expressed as

ykr [m] = hkr [m] s [m] + nkr [m] , kr = 1, 2, . . . , Kr (3.4)

where s [m] is the transmitted MPSK symbol of unit average energy and nkr [m] is

additive white Gaussian noise (AWGN) with variance No and is independent of the

channel gain hkr [m].
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Figure 3.2: Antenna selection cycle for the proposed per-packet AS method. (AE 1 is
selected, Kr = 2 receive antennas, Npf = 2 post-selection pilots, Nps = 2
AS training pilots, and Tp = 2Ts).

3.2.2 Antenna Selection Cycle

Each AS cycle consists of an AS training phase followed by a pilot-assisted data

transmission phase, as illustrated in Fig. 3.2.

Antenna Selection Training Phase

The AS training phase is formed by Nps rounds of pilot transmission. In each round,

one pilot is transmitted to each antenna. Therefore, each antenna receives Nps AS pi-

lot symbols. Thus, in total KrNps pilots are transmitted over Nps rounds of transmis-

sion. The duration between consecutive training symbols in each round is Tp , αTs,

where Ts is the symbol duration and α ∈ Z+. Therefore, the duration between two

consecutive training symbols transmitted in two consecutive rounds of transmission

for each antenna is Tr , KrTp = αKrTs. In the first round, each transmitted pilot
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is received by AE kr at times m ∈ (kr − 1)Tp for kr = 1, 2, . . . , Kr. In the second

round, each transmitted pilot is received by AE kr at times m ∈ ((kr − 1)Tp + Tr)

for kr = 1, 2, . . . , Kr, and so on. Thus AE kr receives Nps antenna selection training

pilots at times m ∈ T krps , where

T krps = {[(kr − 1)Tp + (nps − 1)Tr] | nps = 1, 2, . . . , Nps}

= {α ((kr − 1) + (nps − 1)Kr)Ts | nps = 1, 2, . . . , Nps}

, {α [(kr − 1) + (nps − 1)Kr] | nps = 1, 2, . . . , Nps} (3.5)

for kr = 1, 2, . . . , Kr, where in the last step, discrete-time notation is adopted.

The channel gain hkr [m] is estimated from the AS training pilot symbol pkr [m]

that is received by AE kr at time m ∈ T krps . From (3.4), the received signal is

ykr [m] = hkr [m] pkr [m] + nkr [m] , 1 ≤ kr ≤ Kr, m ∈ T krps (3.6)

where T krps is the set of time indices when the Nps AS training pilots are received by

AE kr, hkr [m] is the sampled time-varying channel gain, and nkr [m] is AWGN with

variance No and is independent of hkr [m]. From the observations over the AS training

pilots
{
ykr [m] | m ∈ T krps

}
in (3.6), channel gain estimates

{
h̃kr [m] | m ∈ T krps

}
for

AE kr are obtained as

h̃kr [m] = ykr [m] p∗kr [m] , hkr [m] + en
kr [m] , 1 ≤ kr ≤ Kr, m ∈ T krps (3.7)

where (·)∗ denotes complex conjugate and en
kr

[m] , nkr [m] p∗kr [m] is the channel

estimation error resulting from the AWGN with pkr [m] the constant modulus MPSK
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Figure 3.3: Antenna selection cycle for symbol-by-symbol AS method. (Kr = 2 re-
ceive antennas, Nps = 2 AS training pilots, Npf = 1 post-selection pilot,
and Tp = 2Ts).

pilot symbol of unit average energy. From (3.5) and accounting for the additional

selection and switching time of duration Tp−Ts, it follows that the AS training phase

spans the discrete time interval Iast = {0, 1, . . . ,M − 1}, where M , αKrNps.

Using the noisy channel estimates
{
h̃kr [m] | m ∈ T krps

}
, the receiver performs

Slepian channel prediction [101] for each antenna over the pilot-assisted data trans-

mission phase time interval Ipadt. Denote the predicted channel gains by
{
ĥSP
kr

[m] |

m ∈ Ipadt

}
, where the superscript (·)SP indicates Slepian prediction. The receiver

selects its receive antenna according to a certain criterion, and then switches its RF

chain accordingly. We denote by ι̂ the index of the selected antenna, with (̂·) indi-

cating that the selection is based on (imperfect) prediction and/or estimation. As

depicted in Fig. 3.3, in symbol-by-symbol AS the most suitable receive AE ι̂m is

selected for each symbol at time m, where symbol index m has been added to ι̂.
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3.2.3 Pilot-Assisted Data Transmission Phase

In this section, the pilot-assisted data transmission phases for per-packet and symbol-

by-symbol switching are described.

Per-Packet AS

In each pilot-assisted data transmission phase the transmitter sends out a length-

N , Npf + Ndf packet, which consists of Ndf data symbols and Npf interleaved

post-selection pilot symbols. The pilot-assisted data transmission phase thus spans

Ipadt = {M,M + 1 . . . ,M +N − 1}. The Npf pilot symbols are uniformly spread in

the packet as

Ppf ,

{⌊
(npf − 1)

(
N

Npf

)
+

1

2

(
N

Npf

)⌋
| npf = 1, . . . , Npf

}
=

{⌊
(2npf − 1)N

2Npf

⌋
| npf = 1, . . . , Npf

}
(3.8)

where bxc denotes the largest integer not greater than x. From (3.8) and since the

AS training phase spans the discrete times Iast = {0, 1, . . . ,M − 1}, after selection

the Npf pilot symbols are received by AE ι̂ at times m ∈ Tpf, where

Tpf ,

{
M − 1 +

⌊
(2npf − 1)N

2Npf

⌋
| npf = 1, . . . , Npf

}
. (3.9)

Thus, in total, Ntp , Nps +Npf training symbols are received by AE ι̂ at times

T ι̂tp = T ι̂ps ∪ Tpf (3.10)
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where T ι̂ps and Tpf are given in (3.5) and (3.9), respectively. From these Ntp pilot

symbols, refined channel gain estimates {ĥSE
ι̂ [m] | m ∈ Ipadt} for the selected AE ι̂

are obtained using the Slepian basis expansion channel estimator and used to decode

data.

The received signal at AE ι̂ can be expressed as

yι̂ [m] = hι̂ [m] s [m] + nι̂ [m] , m ∈ Ipadt (3.11)

where the transmitted symbol s [m] is given by

s [m] =

 d [m] , m ∈ Ipadt\Tpf

p [m] , m ∈ Tpf

(3.12)

where d [m] and p [m] denote the transmitted data and post-selection pilot symbols,

respectively. A\B denotes the set that contains all those elements of A that are not

in B.

Symbol-By-Symbol AS

The packet based description above can be analogously created for symbol-by-symbol

AS. After selection, the transmitter sends out a length-N ′ , Ndf +N ′pf packet which

consists of Ndf data symbols and N ′pf , KrNpf pilot symbols. The N ′pf = KrNpf pilot

symbols are needed to obtain refined channel gain estimates {ĥSE
ι̂m [m] | m ∈ Ipadt}.

The reason is that in symbol-by-symbol AS, for each symbol an AE is selected. Since

different AEs might be selected during the data transmission phase Ipadt, Npf pilots

should be sent to each AE in the data transmission phase so that refined channel
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gain estimates can be obtained for each AE. The symbol locations in the packet that

carry the Npf pilots for AE kr are given by

Pkrpf =

{
(kr − 1) +

⌊
(npf − 1)

(
N ′

Npf

)
+

1

2

(
N ′

Npf

)⌋
| npf = 1, . . . , Npf

}
,

{
(kr − 1) +

⌊
(2npf − 1)N ′

2Npf

⌋
| npf = 1, . . . , Npf

}
(3.13)

for kr = 1, 2, . . . , Kr. From (3.13) and since the AS training phase spans the discrete

times Iast = {0, 1, . . . ,M − 1}, the Npf pilot symbols are thus received by AE kr at

times m ∈ T krpf , where

T krpf ,

{
M − 1 + (kr − 1) +

⌊
(2npf − 1)N ′

2Npf

⌋
| npf = 1, . . . , Npf

}
. (3.14)

Thus Ntp = Nps +Npf pilots are received by each AE at times

T krtp = T krps ∪ T krpf , kr = 1, 2, . . . , Kr (3.15)

where T krps and T krpf are given in (3.5) and (3.14), respectively. From these Ntp pi-

lots, refined channel gain estimates {ĥSE
ι̂m [m] |m ∈ Ipadt} for the selected AE ι̂m are

obtained using the Slepian estimator for data decoding.

The data symbols received by AE ι̂m are given by

yι̂m [m] = hι̂m [m] d [m] + nι̂m [m] , m ∈ Ipadt\
(
T 1

pf ∪ . . . ∪ TKr
pf

)
. (3.16)

We note that in symbol-by-symbol AS the pilot-assisted data transmission phase

spans the discrete times Ipadt = {M,M + 1, . . . ,M +N ′ − 1}, where N ′ = Ndf +
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KrNpf. However, in per-packet switching Ipadt = {M,M + 1, . . . ,M +N − 1} with

N = Ndf + Npf. Therefore, N ′ = N + Npf (Kr − 1). From the above, it is clear that

both per-packet and per-symbol AS can be treated in an analogous way.

3.3 Receive Antenna Selection Algorithm

In this section, receive antenna selection algorithms for SIMO systems equipped

with Kr receive antennas out of which only one antenna is selected for time-varying

frequency-flat fading for both per-packet and per-symbol switching are presented.

In summary, the antenna selection training phase is formed by sendingNps training

symbols, to each AE. From the observations over the training pilots {ykr [m] | m ∈

T krps }, channel gain estimates {h̃kr [m] | m ∈ T krps } for each AE are obtained as in (3.7).

We note that the CSI obtained from {h̃kr [m]} in (3.7) is outdated at the receiver.

Slepian channel prediction [101] for each AE over the data transmission phase is

therefore needed to perform antenna selection. Denote the number of Slepian basis

functions, which are bandlimited by the maximum normalized Doppler frequency

νmax, by D. Note that the temporal variations of the channel are also proportional

to νmax. The D extensions {ud [m] | m ∈ Ipadt}D−1
d=0 of the orthonormal Slepian

sequences of length-M {ud [m] | m ∈ Iast}D−1
d=0 over the data phase Ipadt are used for

channel prediction. We note that the Slepian sequences {ud [m] | m ∈ Iast}M−1
d=0 are

the restrictions in time of the (infinite) discrete prolate spheroidal (DPS) sequences

{ud [m] | m ∈ Z}M−1
d=0 over the AS training time interval Iast = {0, . . . ,M − 1}. The

dth Slepian sequence vector of size M ×1 ud [m] , [ud [0] , . . . , ud [M − 1]]T is the dth

eigenvector of the M×M matrix A with (a, b) entry defined as [A]a,b = sin[2πνmax(a−b)]
π(a−b) ,

for a, b = 0, 1, . . . ,M − 1 corresponding to eigenvalues λ0 ≥ λ1 ≥ . . . ≥ λM−1. The
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D extensions {ud [m] | m ∈ Ipadt}D−1
d=0 of the orthonormal Slepian sequences can be

calculated from

ud [m] =
1

λd

M−1∑
m′=0

sin [2πνmax (m′ −m)]

π (m′ −m)
ud [m′] , m ∈ Ipadt. (3.17)

Selection is then performed based on the predicted channel gains {ĥSP
kr

[m] | m ∈

Ipadt}. In the data transmission phase, a packet containing pilot and data symbols

is transmitted. Next, refined channel gain estimates for the selected AE obtained

from the Slepian estimator [100] are used for data decoding. The basis functions

{ud [m] | m ∈ Ipadt}D−1
d=0 for the Slepian estimator are a subset over the data phase

Ipadt of the complete Slepian sequences {ud [m] |m ∈ IAS}D−1
d=0 over the AS cycle time

interval IAS = Iast ∪ Ipadt.

3.3.1 Per-Packet AS

We propose the following training-based “one out of Kr” receive AS algorithm for

time-varying channels for per-packet switching:

1. Following an AS request, each AE is trained using Nps pilot symbols. The

spacing between consecutive AS training pilots transmitted for each AE is Tr =

αKrTs. To keep the AS training phase as short as possible, α is chosen as

α =

⌈
Tsw

Ts

⌉
+ 1 (3.18)

where Tsw is the antenna switching time.

2. On receiving these AS training pilots, the receiver then:
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(a) Obtains the preliminary channel gain estimates
{
h̃kr [m] | m ∈ T krps

}Kr

kr=1

using (3.7).

(b) Performs channel prediction for each AE over the data time interval Ipadt\Tpf

via (3.19)

ĥSP
kr [m] = fT [m] ĉkr =

D−1∑
d=0

ĉkr,d ud [m] (3.19)

for kr = 1, 2, . . . , Kr, and D is the subspace dimension, i.e., number of basis

functions. In (3.19), f [m] , [u0 [m] , . . . , uD−1 [m]]T contains the D basis

functions which can be calculated from (3.17) for m ∈ Ipadt\Tpf. In (3.19),

ĉkr , [ĉkr,0, . . . , ĉkr,D−1]T comprises the basis expansion coefficients for each

AE kr, is given by

ĉkr =
( ∑
m∈Tkrps

f [m]f † [m] |pkr [m]|2
)−1 ∑

m∈Tkrps

ykr [m] p∗kr [m]f ∗ [m] (3.20)

where (·)∗ and (·)† denote complex conjugate and complex conjugate trans-

pose, respectively.

(c) Selects its receive AE ι̂ which maximizes the post-processing SNR over the

data time interval Ipadt\Tpf, which consists of Ndf symbol durations, as

ι̂ = argmax
1≤kr≤Kr

M+N−1∑
m=M

(m 6=Tpf)

∣∣∣ĥSP
kr [m]

∣∣∣2 . (3.21)

3. The transmitter then sends out a length-N data packet which consists of Ndf

data symbols plusNpf post-selection pilot symbols interleaved according to (3.8).

The packet is received by AE ι̂. Using the Ntp = Nps+Npf pilots, refined channel
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gain estimates {ĥSE
ι̂ [m] | m ∈ Ipadt\Tpf} are obtained by

ĥ
SE

ι̂ = U ′ ĉι̂ =
D−1∑
d=0

ĉι̂,d u
′
d (3.22)

where the Ndf×1 vector ĥ
SE

ι̂ contains the entries ĥSE
ι̂ [m] for m ∈ Ipadt\Tpf, U

′ ,[
u′0, . . . ,u

′
D−1

]
is the Ndf×D submatrix of the complete (M +N)×D Slepian

sequences matrix U , and the Ndf × 1 vector u′d contains the basis functions

{ud [m] |m ∈ Ipadt\Tpf}. In (3.22), ĉι̂ , [ĉι̂,0, . . . , ĉι̂,D−1]T can be calculated

from (3.20) with T ι̂tp given in (3.10) replacing T krps .

3.3.2 Symbol-By-Symbol AS

The training-based “one out of Kr” symbol-by-symbol receive AS algorithm for time-

varying channels comprises the following steps, which are conducted following an AS

request:

1. Each antenna is trained using Nps pilot symbols. The spacing between consecu-

tive pilot symbols is Tr = αKrTs, where α ≥ 1 since the antenna switching time

Tsw is less than the symbol duration Ts.

2. The receiver then:

(a) Performs channel prediction for every AE via (3.19) over the data time

interval m ∈ Ipadt\(T 1
pf ∪ . . . ∪ T

Kr
pf ).

(b) Selects its receive AE ι̂m for the data symbol at time m ∈ Ipadt\(T 1
pf∪ . . .∪

TKr
pf ) according to

ι̂m = argmax
1≤kr≤Kr

∣∣∣ĥSP
kr [m]

∣∣∣2 . (3.23)
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To denote this alternative AS strategy, symbol index m has been added to

ι̂ in (3.23).

3. The transmitter sends out a length-N ′ = Ndf+KrNpf data packet, which consists

of Ndf data symbols and N ′pf = KrNpf pilots interleaved as (3.13). Each data

symbol at time m ∈ Ipadt\(T 1
pf ∪ . . . ∪ TKr

pf ) is received by a different AE ι̂m.

Using the Ntp = Nps + Npf pilots at each AE, refined channel gain estimates

{ĥSE
ι̂m

[m] | m ∈ Ipadt\(T 1
pf ∪ . . . ∪ TKr

pf )} are obtained by

ĥSE
ι̂m [m] =

D−1∑
d=0

ĉι̂m,d ud [m] (3.24)

where the basis functions
{
ud [m] |m ∈ Ipadt\

(
T 1

pf ∪ . . . ∪ T
Kr
pf

)}D−1

d=0
are a sub-

set over the data time interval m ∈ Ipadt\
(
T 1

pf ∪ . . . ∪ T
Kr
pf

)
of the complete

length-(M +N ′) Slepian sequences {ud [m] |m ∈ IAS}D−1
d=0 over the AS cycle in-

terval IAS = {0, . . . ,M +N ′ − 1} with N ′ = Ndf +KrNpf.

3.3.3 Choice of Subspace Dimension

In this subsection, an approach for obtaining the subspace dimension D that reduces

the MSE of the Slepian estimator/predictor is presented.

The MSE per sample for the Slepian basis expansion estimator of AE kr is [79,101]

MSESE
kr [m] = (biasSE

kr [m])2 + varSE
kr [m] (3.25)

where biasSE
kr [m] and varSE

kr
[m] are the bias and variance terms, respectively. In (3.25),
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the squared bias term may be calculated in the frequency domain as

(biasSE
kr [m])2 =

∫ + 1
2

− 1
2

∣∣∣1− fT [m]G−1
kr

∑
m′∈Tkrtp

f ∗ [m′] exp (−j2πν (m−m′))
∣∣∣2

×Sh (ν) dν (3.26)

where the D×1 vector f [m] = [u0 [m] , . . . , uD−1 [m]]T and Sh (ν) is the power spectral

density (PSD) of the time-varying channel. We note that Sh (ν) is known as Clarke’s

spectrum, which is given by [18]

Sh (ν) =


1

πνmax

√
1−( ν

νmax
)
2 |ν| < νmax,

0 otherwise.

(3.27)

In (3.26), Gkr is a D ×D matrix given by

Gkr =
∑

m′∈Tkrtp

f [m′]f † [m′] |p [m′]|2 (3.28)

In (3.25), varSE
kr

[m] can be well approximated by [79,100,101]

varSE
kr [m] ≈ Nof

† [m]G−1
kr
f [m] . (3.29)

The MSE of the Slepian estimator over Ipadt for AE kr can thus be estimated as

MSESE
kr,N =

1

N

M+N−1∑
m=M

MSESE
kr [m] (3.30)

where MSESE
kr [m] is given in (3.25).
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We note that MSE for the Slepian basis expansion predictor can be obtained

from (3.25)–(3.30) by replacing superscript (·)SE by (·)SP and T krtp by T krps in (3.26), (3.28),

and (3.29).

Note that the MSE in (3.30) depends on the subspace dimension D. This clearly

implies that dimension D affects the MSE of Slepian estimator/predictor. The sub-

space dimension D used in (3.30) can be calculated from [101]

D = argmin
d∈{1,...,Ntp}

(
1

2νmaxNtp

Ntp−1∑
i=d

λi +
d

Ntp

No

)
. (3.31)

where SNR is defined as η = 1
No

with No the noise power and constant-modulus

signal, i.e., average symbol energy Es = 1. The dimension D in (3.31) depends on the

maximum normalized Doppler frequency νmax, SNR, and number of pilot symbols.

In general, estimates of the Doppler frequency and SNR are required. Therefore

mismatched or imperfect estimates of the Doppler frequency and SNR affect the

generation of DPS sequences and dimension D in (3.31). This further reduces accuracy

of the DPS representation since perfect knowledge of the Doppler frequency and SNR

cannot be obtained in practice. It should also be noted that the mean-squared error in

the DPS representation is not guaranteed to decrease monotonically as SNR increases.

We note that the basis expansion coefficients in (3.20) depend on SNR, dimension

D, and number of pilot symbols. Thus, an early increase in dimension D at low to

moderate SNR values results in inaccurate coefficients estimates. This increases MSE

since estimation is performed as a linear sum of basis functions weighted by expansion

coefficients. However, at high SNR values expansion coefficients estimates are more

reliable since channel gain estimates obtained from pilot symbols are accurate. Notice

that the estimator error variance in (3.29) also depends on dimension D, SNR, and
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number of pilots. Thus, estimation error variance increases with dimension D at

low to moderate SNR which results in an increase in MSE. Therefore, it is always

beneficial/desirable to avoid an increase in MSE resulting from an early or bad choice

of dimension D.

Using the MSE expression in (3.30) and dimension D in (3.31), we develop an

approach for obtaining the subspace dimension that reduces the MSE of the Slepian

estimator/predictor. This also reduces the SEP of the proposed system since it affects

the selection and decoding mechanisms. The idea is to decrease (and keep fixed) the

value of dimension D when an increase in MSE occurs in an SNR interval. The

approach comprises the following steps:

1. Calculate the MSE of the Slepian estimator in (3.30), which we denote as MSE′,

by using D in (3.31) over the SNR interval [ηmin, ηmax].

2. If MSE′ decreases as SNR increases, i.e., the MSE versus SNR curve shows no

upward transition then:

Solution: The subspace dimension D in (3.31) is used for Slepian estimation

over [ηmin, ηmax].

3. Otherwise, if there is an upward transition in the MSE curve then:

(a) Denote the SNR and subspace dimension at which the upward transition

occurs by ηip and Dip, respectively. Compute the MSE in (3.30), denoted

by MSE′′, using Dip over [ηmin, ηmax].

(b) Denote the SNR value at which MSE′ and MSE′′ curves intersect over

(ηip, ηmax] by ηint.



3.4. SYMBOL ERROR PROBABILITY (SEP) ANALYSIS 44

Solution: The subspace dimensionD for Slepian estimation over [ηmin, ηmax]

is given by

D =



argmind∈{1,...,Ntp}

(
1

2νmaxNtp

Ntp−1∑
i=d

λi + d
Ntp

No

)
, for [ηmin, ηip)

Dip, for [ηip, ηint]

argmind∈{1,...,Ntp}

(
1

2νmaxNtp

Ntp−1∑
i=d

λi + d
Ntp

No

)
, for (ηint, ηmax]

.

(3.32)

We note that (3.32) uses dimension D in (3.31) over SNR intervals [ηmin, ηip)

and (ηint, ηmax], while in suboptimal SNR interval [ηip, ηint] it uses Dip. Thus, it is

constant (equal to Dip) over [ηip, ηint].

3.4 Symbol Error Probability (SEP) Analysis

In this section, we analyze the proposed receive AS algorithm from Section 3.3, to

evaluate the SEP of MPSK in time-varying channels. We note that the SEP analysis

is extended to include other M-ary modulations in Chapter 4.

3.4.1 Prediction and Estimation CSI Models

To derive analytical expressions for the variances of the predicted/estimated channel

gains and prediction/estimation errors, we first define the CSI uncertainty model for

Slepian basis expansion estimation as

ĥSE
kr [m] = hkr [m] + eSE

kr [m] , 1 ≤ kr ≤ Kr, m ∈ Ipadt (3.33)
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where ĥSE
kr

[m] is the estimated channel gain, hkr [m] is the true channel gain, and

eSE
kr

[m] is the estimation error. We assume the variables hkr [m] and eSE
kr

[m] are

uncorrelated. The true channel gain hkr [m] is modeled as a zero-mean circularly

symmetric complex Gaussian random variable (RV) with unit-variance.

From (3.33), the variance of the channel gain estimate ĥSE
kr

[m] can be expressed

as

σ2
ĥSEkr

[m] = σ2
hkr

[m] + σ2
eSEkr

[m] = 1 + MSESE
kr [m] (3.34)

where the variance of the Slepian estimation error σ2
eSEkr

[m] is equal to the MSE for

the Slepian basis expansion estimator of AE kr in (3.25).

The CSI model for the Slepian basis expansion predictor can be obtained from (3.33)

and (3.34) by replacing superscript (·)SE by (·)SP and T krtp by T krps in (3.25).

3.4.2 SEP Analysis

SEP of Per-Packet Basis Selection

We now analyze the SEP of an MPSK symbol received at time m of a system which

employs the per-packet basis receive AS algorithm in Sec. 3.3.1. Note that the pre-

dicted channel gains
{
ĥSP
kr

[m] | m ∈ Ipadt

}Kr

kr=1
are used to select AE ι̂ to receive the

length-N data packet, while the estimated channel gain ĥSE
ι̂ [m] is used to decode the

received symbol at time m.

The maximum-likelihood (ML) soft estimate for the symbol received by AE ι̂ at
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time m can be expressed as

rι̂ [m] =
(
ĥSE
ι̂ [m]

)∗
yι̂ [m]

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣2 d [m]−
(
ĥSE
ι̂ [m]

)∗
d [m] eSE

ι̂ [m] +
(
ĥSE
ι̂ [m]

)∗
nι̂ [m] (3.35)

where the last equality follows from substitution of (3.11) and (3.33). Conditioned on

ĥSE
ι̂ [m] and d [m], rι̂ [m] in (3.35) is a complex Gaussian RV whose conditional mean

µrι̂ [m] and variance σ2
rι̂

[m], as shown in Appendix A, are given by

µrι̂ [m] , E
{
rι̂ [m] | ĥSE

ι̂ [m] , d [m]
}

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣2 d [m] ζSE
ι̂ [m] (3.36)

σ2
rι̂

[m] , var
{
rι̂ [m] | ĥSE

ι̂ [m] , d [m]
}

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣2 |d [m]|2
(
1− ζSE

ι̂ [m]
)

+No

∣∣∣ĥSE
ι̂ [m]

∣∣∣2 (3.37)

where E {·} and var {·} denote statistical expectation and variance, respectively.

ζSE
ι̂ [m] , 1

1+σ2

eSE
ι̂

[m]
= 1

1+MSESE
ι̂ [m]

, and the other symbols are defined in (3.12) and (3.34).

Conditioned on ι̂ and ĥSE
ι̂ [m], the SEP of an MPSK symbol received at time m

SEPm

(
ι̂, ĥSE

ι̂ [m]
)

can be computed via the method found in [5, 54,79] as

SEPm

(
ι̂, ĥSE

ι̂ [m]
)

=
1

π

∫ M−1
M
π

0

exp

(
− |µrι̂ [m]|2 sin2

(
π
M

)
σ2
rι̂

[m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M
π

0

exp

−
∣∣∣ĥSE
ι̂ [m]

∣∣∣2 bSE
ι̂ [m]

sin2 (θ)

 dθ (3.38)
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where bSE
kr

[m] ,
(ζSEkr [m])

2
sin2(πM )

(1−ζSEkr [m])+ 1
η

with η = Es

No
the average SNR, and the last equality

follows from substitution of (3.36) and (3.37).

Averaging over the index ι̂ to get SEPm

({
ĥSE
kr

[m]
}Kr

kr=1

)
yields

SEPm

({
ĥSE
kr [m]

}Kr

kr=1

)
=

Kr∑
kr=1

Pr (ι̂ = kr) SEPm

(
ι̂ = kr, ĥ

SE
ι̂ [m]

)

=
1

π

Kr∑
kr=1

 Kr∏
l=1
l 6=kr

Pr

M+N−1∑
m=M

(m 6=Tpf)

∣∣∣ĥSP
l [m]

∣∣∣2 < M+N−1∑
m=M

(m6=Tpf)

∣∣∣ĥSP
kr [m]

∣∣∣2



∫ M−1
M
π

0

exp

−
∣∣∣ĥSE
kr

[m]
∣∣∣2 bSE

kr
[m]

sin2 (θ)

 dθ.

(3.39)

After averaging over fading, the SEP as a function of the SNR per branch η is

SEPm (η) =
1

π

Kr∑
kr=1

∫ M−1
M
π

0

∫ ∞
0

∫ ∞
0

exp

(−x′ bSE
kr

[m]

sin2 (θ)

)
fX′kr ,Y

′
kr

(x′, y′)

×
Kr∏
l=1
l 6=kr

FY ′l (y′) dx′dy′dθ (3.40)

where fX′kr , Y
′
kr

(x′, y′) is the joint probability distribution of the exponentially dis-

tributed RV X ′kr ,
∣∣∣ĥSE
kr

[m]
∣∣∣2 and RV Y ′kr ,

M+N−1∑
m=M

(m 6=Tpf)

∣∣∣ĥSP
kr

[m]
∣∣∣2. Thus, Y ′kr is the sum

of correlated exponentially distributed RVs, and FY ′kr (y′) denotes its cumulative dis-

tribution function (CDF). Deriving an analytical expression for SEPm (η) in (3.40)

is analytically intractable since analytical expressions for fX′kr ,Y
′
kr

(x′, y′) and FY ′kr (y′)

do not exist. Therefore, Monte Carlo averaging techniques [28] are used to evaluate
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the fading-averaged SEP SEPm (η) from SEPm

({
ĥSE
kr

[m]
}Kr

kr=1

)
.

We next derive the SEP of MPSK for a system that performs receive AS on a

symbol-by-symbol basis as in Sec. 3.3.2. As shown in the next section, symbol-by-

symbol AS is analytically tractable and provides insights for per-packet AS.

Symbol-By-Symbol AS SEP

We note that receive AS is on an instantaneous symbol-by-symbol basis according

to (3.23) in Sec. 3.3.2.

Theorem 3.1. The SEP of an MPSK symbol received at time m in a time-varying

channel for a system with one transmit and Kr receive antennas employing selection

criterion (3.23) with channel gain estimate ĥSE
ι̂m

[m] to decode an MPSK symbol received

at time m is given by

SEPm (η) =
1

π

Kr∑
kr=1

Kr−1∑
z=0

Kr∑
l0,...,lz=1

l0=1, l1 6=... 6= lz 6=kr

(−1)z

z!
(
4σ2

kr,c1
[m]
)

× 1

σ2
kr,c2

[m]
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
])

∫ M−1
M
π

0

∫ ∞
0

∫ ∞
0

exp

(
−x bSEkr [m]

sin2 (θ)

−y
z∑
j=1

ζSPlj [m]−

[
x

σ2
kr,c1

[m]
+

y

σ2
kr,c2

[m]

]

× 1

2
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
]))

×I0

( √
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m](
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
])

×
√
xy

σkr,c1 [m]σkr,c2 [m]

)
dx dy dθ (3.41)
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where the notation
Kr∑

l0,...,lz=1
l0=1, l1 6=... 6= lz 6=kr

denotes
1∑

l0=1

Kr∑
l1=1

(l1 6=kr)

Kr∑
l2=1

(l2 6=kr,l2 6=l1)

. . .
Kr∑
lz=1

(lz 6=kr, lz 6=l1,..., lz 6=lz−1)

,

ζSP
lj

[m] , 1
σ2

ĥSP
lj

[m]
= 1

1+σ2

eSP
lj

[m]
= 1

1+MSESP
lj

, bSE
kr

[m] ,
(ζSEkr [m])

2
sin2(πM )

(1−ζSEkr [m])+ 1
η

, and I0 (·) is the

zeroth-order modified Bessel function of the first kind. In (3.41), ρkr,c1c2 [m] and

ρkr,c1s2 [m] denote the correlation coefficients of (Xkr,c1 [m] , Xkr,c2 [m]) and (Xkr,c1 [m],

Xkr,s2 [m]), respectively, where ĥSE
kr

[m] , Xkr,c1 [m]+jXkr,s1 [m] and ĥSP
kr

[m] , Xkr,c2 [m]

+jXkr,s2 [m], and (Xkr,c1 [m] , Xkr,s1 [m]) and (Xkr,c2 [m], Xkr,s2 [m]) are i.i.d. zero-mean

Gaussian RVs with variances σ2
kr,c1

[m] = σ2
kr,s1

[m] and σ2
kr,c2

[m] = σ2
kr,s2

[m], respec-

tively.

Proof. The ML soft estimate for the symbol received by AE ι̂m at time m can be

expressed as

rι̂m [m] =
(
ĥSE
ι̂m [m]

)∗
yι̂m [m]

=
∣∣∣ĥSE
ι̂m [m]

∣∣∣2 d [m]−
(
ĥSE
ι̂m [m]

)∗
d [m] eSE

ι̂m [m] +
(
ĥSE
ι̂m [m]

)∗
nι̂m [m]

(3.42)

where the last equality follows from substitution of (3.16) and (3.33).

Conditioned on ĥSE
ι̂m

[m] and d [m], rι̂m [m] in (3.42) is a complex Gaussian RV

whose conditional mean µrι̂m [m] and variance σ2
rι̂m

[m] are given by

µrι̂m [m] =
∣∣∣ĥSE
ι̂m [m]

∣∣∣2 d [m] ζSE
ι̂m [m] (3.43)

σ2
rι̂m

[m] =
∣∣∣ĥSE
ι̂m [m]

∣∣∣2 |d [m]|2
(
1− ζSE

ι̂m [m]
)

+No

∣∣∣ĥSE
ι̂m [m]

∣∣∣2 (3.44)
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where ζSE
ι̂m

[m] , 1
1+σ2

eSE
ι̂m

[m]
= 1

1+MSESE
ι̂m

.

Conditioned on ι̂m and ĥSE
ι̂m

[m], the SEP of an MPSK symbol received at time m

can be computed via the method found in [5, 54,79]

SEPm

(
ι̂m, ĥ

SE
ι̂m [m]

)
=

1

π

∫ M−1
M
π

0

exp

(
−
∣∣µrι̂m [m]

∣∣2 sin2
(
π
M

)
σ2
rι̂m

[m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M
π

0

exp

−
∣∣∣ĥSE
ι̂m

[m]
∣∣∣2 bSE

ι̂m
[m]

sin2 (θ)

 dθ

(3.45)

where bSE
kr

[m] ,
(ζSEkr [m])

2
sin2(πM )

(1−ζSEkr [m])+ 1
η

, and the last equality follows from substituting (3.43)

and (3.44).

Now averaging over the index ι̂m to get SEPm

({
ĥSE
kr

[m]
}Kr

kr=1

)
yields

SEPm

({
ĥSE
kr [m]

}Kr

kr=1

)
=

Kr∑
kr=1

Pr (ι̂m = kr) SEPm

(
ι̂m = kr, ĥ

SE
ι̂m [m]

)

=
1

π

Kr∑
kr=1

 Kr∏
l=1
l 6=kr

Pr

(∣∣∣ĥSP
l [m]

∣∣∣2 < ∣∣∣ĥSP
kr [m]

∣∣∣2)


×
∫ M−1

M
π

0

exp

−
∣∣∣ĥSE
kr

[m]
∣∣∣2 bSE

kr
[m]

sin2 (θ)

 dθ. (3.46)
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The expression for the SEP, when averaging over fading, becomes

SEPm (η) =
1

π

Kr∑
kr=1

∫ M−1
M
π

0

∫ ∞
0

∫ ∞
0

exp

(−x bSE
kr

[m]

sin2 (θ)

)
fXkr ,Ykr (x, y)

×
Kr∏
l=1
l 6=kr

FYl (y) dxdydθ (3.47)

where fXkr , Ykr (x, y) is the joint probability density function (PDF) of the two corre-

lated exponentially distributed RVs Xkr ,
∣∣∣ĥSE
kr

[m]
∣∣∣2 = |Xkr,c1 [m] + jXkr,s1 [m]|2 =

(Xkr,c1 [m])2+(Xkr,s1 [m])2 and Ykr ,
∣∣∣ĥSP
kr

[m]
∣∣∣2 = |Xkr,c2 [m]+jXkr,s2 [m] |2 = (Xkr,c2 [m])2

+(Xkr,s2 [m])2 given by [63]

fXkr ,Ykr (x, y) =
1

4σ2
kr,c1

[m]σ2
kr,c2

[m]
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
])

× exp

(
−1

2
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
]) [ x

σ2
kr,c1

[m]
+

y

σ2
kr,c2

[m]

])

×I0


√
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m](
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
]) × √

xy

σkr,c1 [m]σkr,c2 [m]

 (3.48)

where x, y ≥ 0, I0 (·) is the zeroth-order modified Bessel function of the first kind,

(Xkr,c1 [m] , Xkr,s2 [m]) and (Xkr,c2 [m] , Xkr,s2 [m]) are i.i.d. zero-mean Gaussian RVs

with variances σ2
kr,c1

[m] = σ2
kr,s1

[m] and σ2
kr,c2

[m] = σ2
kr,s2

[m], respectively. ρkr,c1c2 [m]

and ρkr,c1s2 [m] are the correlation coefficients of (Xkr,c1 [m] , Xkr,c2 [m]) and (Xkr,c1 [m],

Xkr,s2 [m]), respectively, and lie in (−1, 1).

In (3.47), FYl (y) is the CDF of the exponentially distributed RV Yl ,
∣∣∣ĥSP
l [m]

∣∣∣2,
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and is given by

FYl (y) =

 1− exp
(
−ζSP

l [m] y
)
, y ≥ 0

0, y < 0
(3.49)

where the rate parameter is ζSP
l [m] , 1

1+σ2

eSP
l

[m]
= 1

1+MSESP
l [m]

.

Substituting (3.49) and (3.48) into (3.47) yields

SEPm (η) =
1

π

Kr∑
kr=1

∫ M−1
M
π

0

∫ ∞
0

∫ ∞
0

exp

(−x bSE
kr

[m]

sin2 (θ)

)
fXkr ,Ykr (x, y)

×
Kr∏
l=1
l 6=kr

(
1− exp

(
−ζSP

l [m] y
))

dx dy dθ (3.50)

=
1

π

Kr∑
kr=1

Kr−1∑
z=0

Kr∑
l0,...,lz=1

l0=1, l1 6=... 6= lz 6=kr

(−1)z

z!
(
4σ2

kr,c1
[m]
)

1

σ2
kr,c2

[m]
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
])

∫ M−1
M
π

0

∫ ∞
0

∫ ∞
0

exp

(
−x bSE

kr
[m]

sin2 (θ)
− y

z∑
j=1

ζSP
lj

[m]

− 1

2
(
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
]) [ x

σ2
kr,c1

[m]
+

y

σ2
kr,c2

[m]

])

I0


√
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m](
1−

[
ρ2
kr,c1c2

[m] + ρ2
kr,c1s2

[m]
]) × √

xy

σkr,c1 [m]σkr,c2 [m]

 dxdydθ

(3.51)

where the identity
∏Kr

l=1
l 6=kr

(
1− exp

(
−ζSP

l [m] y
))

=
Kr−1∑
z=0

(−1)z

z!

Kr∑
l0,...,lz=1

l0=1, l1 6=... 6= lz 6=kr

exp

(
− y

z∑
j=1

ζSP
lj

[m]

)
is used in the last equality [54].
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In Theorem 3.1, Eq. (3.50) may be numerically more efficient to compute than

Eq. (3.51).

3.5 Simulations

We now present numerical results to gain further insight into the previous analysis

and study performance over time-varying channels.

3.5.1 Setup

In the sequel, a system with one transmit and one receive antenna is denoted as 1×1,

while a system with one transmit and Kr receive antennas out of which only one

is selected is denoted as 1 × (1;Kr). Unless otherwise stated, a 1 × (1;Kr) system

is simulated with the following parameters: the carrier frequency fc = 2 GHz and

a single user moves with radial velocity vmax = 100 km/h. The symbol duration

Ts = 20.57 µs [3,79]. Using (3.2), these parameters give a Doppler bandwidth νmax =

3.8 × 10−3. A Rayleigh fading channel with Clarke’s Doppler spectrum for each tap

is used [18]. The complex channel at the krth receive antenna is given by [18,27]

hkr [m] =

Npath∑
npath=0

akr,npath
exp

(
j2πνkr,npath

m
)

(3.52)

where the number of propagation paths is set to Npath = 20. In (3.52), akr,npath
=

1√
Npath

exp
(
jψkr,npath

)
with phase angles ψkr,npath

uniformly distributed over [−π π).

The Doppler shifts νkr,npath
= νmax cos

(
αkr,npath

)
with angles of incidence αkr,npath

uniformly distributed in [−π π). The path parameters
{
akr,npath

}
and

{
νkr,npath

}
are modelled as independent and identically distributed [18, 74]. They are assumed
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1 × 1 Slepian prediction

1 × (1;2) Slepian prediction & AS

1 × (1;2) Fourier & AS

1 × (1;2) no prediction & AS

1 × 1 perfect CSI

1 × (1;2) proposed AS algorithm
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Figure 3.4: PER performance of the proposed AS method for a 1 × (1; 2) system
when the user velocity vmax = 100 km/h corresponding to a maximum
normalized Doppler frequency νmax = 0.0038. (4PSK, packet length N =
42, Ndf = 40 data symbols, Npf = 2 post-selection pilots, Nps = 2 selection
training pilots, and Tp = 3Ts).

constant over an AS cycle but change independently from cycle to cycle.

3.5.2 Packet Error Rate

Figs. 3.4 and 3.5 show the PER of the proposed receive AS algorithm as a function

of average SNR for 1× (1; 2) and 1× (1; 4) systems, respectively. For comparison, we

also show the PER performance of:

1. a 1× 1 system with perfect CSI and no AS.

2. a 1 × 1 system employing Slepian basis expansion channel prediction and no

AS.
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Figure 3.5: PER performance of the proposed AS method for a 1 × (1; 4) system
when the user velocity vmax = 100 km/h corresponding to a maximum
normalized Doppler frequency νmax = 0.0038. (4PSK, packet length N =
42, Ndf = 40 data symbols, Npf = 2 post-selection pilots, Nps = 2 selection
training pilots, and Tp = 3Ts).

3. 1× (1; 2) and 1× (1; 4) systems employing Fourier basis expansion channel pre-

diction and AS according to the maximum total post-processing SNR selection

criterion, as in (3.21), with the refined channel gain estimates are used for data

decoding.

4. 1× (1; 2) and 1× (1; 4) systems employing AS without channel prediction. We

note that the antenna with the highest channel gain estimate h̃kr [m] in (3.7) is

selected since no channel prediction is used.

5. 1 × (1; 2) and 1 × (1; 4) systems employing Slepian channel prediction and AS

according to (3.21), with the predicted channel gains {ĥSP
kr

[m] |m ∈ Ipadt} used

not only for selection but also for data decoding.
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6. 1 × (1; 2) and 1 × (1; 4) systems employing the AS algorithm proposed in

Sec. 3.3.1. Note that the predicted channel gains are used for AE selection,

while the refined channel gain estimates {ĥSE
ι̂ [m] |m ∈ Ipadt} are used for de-

coding.

7. 1× (1; 2) and 1× (1; 4) systems with perfect CSI and employing AS according

to (3.21)
(
with hkr [m] replacing ĥSP

kr
[m]
)
.

Inspection of Figs. 3.4 and 3.5 reveal that the 1×(1; 2) and 1×(1; 4) systems employing

the proposed AS algorithm achieve SNR performance gains in excess of 3 dB and 10

dB over the 1 × 1 system with perfect CSI and no AS, respectively, at a PER equal

to 10−2. The performance of the same proposed 1 × (1; 2) and 1 × (1; 4) systems

are about 5 dB and 6 dB worse than 1× (1; 2) and 1× (1; 4) systems employing AS

with perfect CSI at the same PER of 10−2, respectively. Also, error floors exist at

moderate to high SNR for the 1× (1; 2) and 1× (1; 4) systems employing AS either

with Fourier basis expansion or without channel prediction.

Remark : Exact knowledge of the Doppler frequency νmax by the proposed algo-

rithms in the thesis is not needed. We note that, as mentioned in Chapter 2 and

Sec. 3.3.3, the DPS representation is not exact as well as the fact that perfect knowl-

edge of the Doppler frequency and SNR is unavailable in practice.

3.5.3 Mean Square Error

The effect of the subspace dimension D on the MSE of the Slepian estimator for the

selected AE ι̂ of a 1 × (1; 2) system employing the proposed per-packet AS method

is depicted in Fig. 3.6. We note that the MSE of the Slepian estimator for AE ι̂ is

MSESE
ι̂,N = 1

N

M+N−1∑
m=M

E{|hι̂ [m]− ĥSE
ι̂ [m] |2}. The simulated and analytically obtained
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Figure 3.6: MSE of the Slepian estimator for a 1× (1; 2) system employing the pro-
posed per-packet AS method when the user velocity vmax = 100 km/h cor-
responding to a maximum normalized Doppler frequency νmax = 0.0038.
(estimation horizon N = 42, Npf = 2 post-selection pilots, Nps = 2 selec-
tion training pilots, and Tp = 5Ts).

MSE results from (3.30) are plotted. The curves with circle and cross markers rep-

resent, respectively, the simulated and analytical MSE for the subspace dimension

in (3.30). It can be observed that there is an upward transition in the MSE curves

which occur at ηip = 16 dB, which is the result of an increase of the subspace dimen-

sion. Notice also the upward transitions in Figs. 3.8 and 3.9. Therefore, the method

in Sec. 3.3.3 is used to determine the subspace dimension. The curves with square

and point markers represent, respectively, the simulated and analytical MSE for the

subspace dimension Dip = 2 calculated from (3.30) at SNR ηip = 16 dB as in Step

3(a) in Sec. 3.3.3. From (3.32), the subspace dimension D for the Slepian estimator

is D = 2 for [0, 16) dB range, which is evaluated from (3.30) for [0, 16) dB range,

D = Dip = 2 for [16, 26] dB range, which is evaluated from (3.30) at SNR ηip = 16
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Figure 3.7: Comparison of the simulated and calculated expressions for the basis ex-
pansion error variance for a 1 × 1 system when the user velocity vmax =
100 km/h corresponding to a maximum normalized Doppler frequency
νmax = 0.0038 at an average SNR η = 20 dB. (prediction/estimation
horizon N = 42, Nps = 2 training pilots, Npf = 2 pilots, and Tp = 3Ts).

dB, and D = 3, which is evaluated from (3.30) for (26, 30] dB SNR range.

Fig. 3.7 compares the simulated and analytically obtained variances of the estima-

tion and prediction errors in Sec. 3.4.1. It can be observed that: (i) these variances

are close to each other, and (ii) not surprisingly, the MSE per sample of the pre-

dicted MSESP [m], in contrast to the MSE per sample of the estimated MSESE [m],

increases with the prediction horizon, which is consistent with the behavior of typical

prediction algorithms.

3.5.4 Symbol Error Probability

The SEP of the 20th and first 4PSK symbols as a function of average SNR for a

1×(1; 2) system employing the proposed receive AS algorithm are depicted in Figs. 3.8
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1 × (1;2) symbol−by−symbol AS (sim.)

1 × (1;2) symbol−by−symbol AS (Theorem 3.1)

1 × (1;2) per−packet AS (sim.)

Figure 3.8: SEP for the 20th 4PSK data symbol for a 1 × (1; 2) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).

and 3.9, respectively. The SEP curves analyzed in Theorem 3.1 are also shown. As

is apparent from Fig. 3.9, the SEP for the first 4PSK symbol of a 1 × (1; 2) system

employing symbol-by-symbol AS is about one order of magnitude less than that of a

1 × (1; 2) system employing per-packet AS at an SNR = 22 dB. As the packet size

increases, the SEP performance gap between symbol-by-symbol and per-packet AS

increases as well. The reason for this is that selection, which is based on predicted

channel gains, for per-packet AS is on per-packet basis rather than per-symbol. Note

that the packet size influences accuracy of channel prediction, i.e., channel prediction

for first symbol of a packet is typically more accurate than that for last symbol. Thus

as the packet size greatly increases, the uncertainty of per-packet selection increases

as well. The SEP of the 20th and first 4PSK symbols as a function of average SNR
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1 × (1;2) symbol−by−symbol AS (Theorem 3.1)
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Figure 3.9: SEP for the first 4PSK data symbol for a 1 × (1; 2) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).

for a 1 × (1; 4) system employing the proposed receive AS algorithm are shown in

Figs. 3.10 and 3.11, respectively. Also, the SEP of the 20th and first 16PSK symbols

as a function of average SNR for a 1× (1; 6) system employing the proposed receive

AS algorithm are shown in Figs. 3.12 and 3.13.
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Figure 3.10: SEP for the 20th 4PSK data symbol for a 1 × (1; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).
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1 × (1;4) symbol−by−symbol AS (sim.)
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Figure 3.11: SEP for the first 4PSK data symbol for a 1 × (1; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).
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1 × (1;6) symbol−by−symbol AS (sim.)

1 × (1;6) symbol−by−symbol AS (Theorem 3.1) 

1 × (1;6) per−packet AS (sim.)

Figure 3.12: SEP for the 20th 16PSK data symbol for a 1 × (1; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).
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1 × (1;6) symbol−by−symbol AS (sim.)

1 × (1;6) symbol−by−symbol AS (Theorem 3.1)
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Figure 3.13: SEP for the first 16PSK data symbol for a 1 × (1; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 5Ts).
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3.6 Summary and Conclusion

A training-based single receive antenna selection scheme for time-varying frequency-

flat fading which uses Slepian basis expansion for prediction and estimation is pro-

posed. It takes into account packet and symbol-by-symbol switching for antenna

selection (AS). An approach to determine the subspace dimension that reduces the

mean square error (MSE) of the Slepian estimator/predictor is also presented. An-

alytical expressions are derived for the channel prediction and estimation error as

well as the SEP of MPSK with receive AS. It is shown that the proposed AS scheme

outperforms ideal conventional SISO systems with perfect channel knowledge and no

AS at the receiver and Fourier basis expansion channel estimation/prediction.
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Chapter 4

Training Methods for Selection of Multiple

Receive Antenna Subsystems in High-Mobility

4.1 Introduction

Receive antenna selection (AS) reduces hardware complexity by using a limited num-

ber of radio frequency (RF) chains at the receiver of a wireless system. In receive

AS, only a subset of the antenna elements (AEs) is selected and connected to the RF

chains [65,80]. We note that AS is included in IEEE 802.11n [1].

Algorithms and performance analysis for AS systems are reported in numerous

previous studies [9,11,12,16,22,32,33,38–41,46,47,51,64,66,68,95,98,102,106]. How-

ever, practical issues such as pilot-based training and implementation of AS have only

been considered recently and only in a limited number of studies [103]. In most of

the above references, perfect channel knowledge is assumed. However, the channel

is time-varying which results in outdated channel state information (CSI) at the re-

ceiver. The channel variations over time are mainly caused by the Doppler effect,

which results from relative radial motion between the transmitter and receiver in-

cluding moving reflectors. A user traveling at a maximum speed of vmax m/s causes
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a maximum Doppler shift fD , vmaxfc
co

to the carrier frequency fc, where co is the

speed of light. We note that the rate of channel variations is usually much slower

than the transmission rate. However, current and future high data rate wireless sys-

tems use multicarrier modulation techniques such as orthogonal frequency division

multiplexing (OFDM) to combat the effects of dispersive multipath fading [1, 2, 36].

Consequently, the transmitted symbol length is much longer than the input informa-

tion symbol duration, resulting in higher temporal channel variations. The rate of

channel variations is upper bounded by the maximum normalized Doppler bandwidth

νmax , fDTs =
vmaxfc

co

Ts (4.1)

where Ts and fD are the symbol duration and Doppler frequency, respectively.

The impact of imperfect channel knowledge on the performance of AS systems is

studied in [7,35,97,105]. The performance of AS systems with CSI feedback delay is

studied in [44, 73]. Weighted AS rules for time-varying channels which use temporal

correlation knowledge are proposed in [54, 55]. In [54] and [55], only channel gain

estimates obtained from the AS training phase are used in the selection and decoding

mechanisms. This incurs a loss in signal-to-noise ratio (SNR).

Motivated by the above observations, in this chapter we propose a low complex-

ity training-based receive antenna subset selection algorithm for time-varying chan-

nels. The method employs both per-packet and symbol-by-symbol switching. It also

uses channel knowledge of the data transmission phase in the selection and decoding

processes by utilizing the low training overhead Slepian predictor [101] and estima-

tor [100]. This Slepian estimator/predictor only requires knowledge or estimate of

the Doppler bandwidth. References [79] and [78] recently proposed a receive AS
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method for time varying channels based on Slepian subspace projections. However,

only the simpler problem of selecting a single antenna at the receiver is considered

in [78, 79]. In [77], a Slepian-based receive AS method which accommodates the se-

lection of multiple receive antennas for time-varying channels is recently proposed.

The contributions of this chapter are summarized as follows:

• A receive antenna subset selection method for time-varying frequency-flat fading

which uses Slepian basis expansion for prediction [101] and estimation [100] is

proposed. An approach to determine the subspace dimension that reduces the

mean square error (MSE) of the Slepian estimator/predictor is also presented.

• Analytical expressions for the symbol error probability (SEP) of M-ary phase-

shift keying (MPSK) and quadrature amplitude modulation (MQAM) with re-

ceive AS are provided, along with corresponding simulations.

• Extensive simulation results are presented to compare the performance of the

proposed method to that of ideal conventional single input–multiple output

(SIMO) systems with perfect CSI but no AS at the receiver as well as AS based

on conventional orthogonal Fourier based prediction/estimation.

This chapter is organized as follows: the detailed system model is described in

Section 4.2. The training-based receive AS method for time-varying frequency-flat

fading is developed in Sec. 4.3. The SEP is analyzed in Sec. 4.4. Analytical and

simulation results are discussed in Sec. 4.5. Our conclusions follow in Sec. 4.6.
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4.2 System Model

Consider a system with one transmit, Kr receive antennas, but equipped with only

K ′r < Kr RF chains. Depending on the AS switching time, either per-packet or

symbol-by-symbol AS can be used. For example, microelectromechanical system

(MEMS) switches may perform per-packet switching with negligible attenuation [75].

On the other hand, while solid-state switches can enable switching of antennas be-

tween symbols, their attenuation is non-negligible [88].

4.2.1 Channel and Signal Model

In wideband signals, the multipath delay spread is much longer than the transmitted

signal duration. This implies that a discrete number of multipath components L, can

be resolved in time [36]. The channel is thus frequency-selective and modeled as a

length-L finite impulse response (FIR) filter, for which the continuous time impulse

response is given by [59]

hkr (t, τ) =
L−1∑
`=0

√
P (τ`)wkr,` (t) δ (τ − τ`) , kr = 1, 2, . . . , Kr (4.2)

where δ (t) denotes the Dirac delta function, τ` is the propagation delay of the `th

complex channel tap wkr,` (t) of average power P (τ`). {P (τ`)}L−1
`=0 represent the chan-

nel power delay profile (PDP), normalized as
L−1∑̀
=0

P (τ`) = 1.

For narrowband signals the multipath delay spread is much shorter than the sig-

nal duration. The received multipath components are thus superimposed [36]. For

instance, in multicarrier modulation such as OFDM, the symbol duration is much

longer than the input information symbol duration Ts. Each OFDM subcarrier thus
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carries a narrowband signal that sees time-varying frequency-flat fading.

In this chapter, time-varying frequency-flat fading is considered, i.e., where the

symbol duration is much longer than the delay spread of the time-varying impulse

response. From (4.2), the discrete-time channel impulse response between the single

antenna transmitter and receive AE kr is

hkr [m] , hkr (mTs, 0) = wkr (mTs) (4.3)

where standard sampling notation is used in (4.3), i.e., discrete-time signal x [n] is

obtained from continuous signal x (t) by sampling at period Ts according to x [n] ,

x (nTs) with n ∈ Z.

As shown in Sec. 4.5, each complex channel tap in (4.2) and (4.3) is modeled

as the superposition of Npath discrete paths, each with Doppler shift fkr,npath
,

fD cos(αkr,npath
) ≤ fD, where αkr,npath

is the angle of incidence for the npath path.

Therefore, the time-varying frequency-flat channel represents a sequence of complex

channel gain scalars at the symbol rate and bandlimited by νmax.

Let m index discrete time with symbol rate Rs , 1
Ts

. The received signal at receive

AE kr can be expressed as

ykr [m] = hkr [m] s [m] + nkr [m] , kr = 1, 2, . . . , Kr (4.4)

where s [m] is the transmitted symbol of unit average power and nkr [m] is additive

white Gaussian noise (AWGN) with variance No and is independent of the channel

gain hkr [m].
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Figure 4.1: Antenna selection cycle for the proposed per-packet AS method. (AEs 2
and 3 are selected, Kr = 4 receive antennas, Npf = 2 post-selection pilots,
Nps = 2 AS training pilots, and Tp = 2Ts).

4.2.2 Antenna Selection Cycle

Fig. 4.1 depicts an AS cycle which consists of an AS training phase followed by a pilot-

assisted data transmission phase. We now describe the AS training and pilot-assisted

data transmission phases.

Antenna Selection Training Phase

The AS training phase is formed by Nps rounds of pilot transmission. In each round,

in total
⌈
Kr

K′r

⌉
pilots are transmitted to the

⌈
Kr

K′r

⌉
different subsets of antennas. There-

fore, each of the
⌈
Kr

K′r

⌉
subsets of antennas receives Nps antenna selection pilot symbols.

Thus, in total
⌈
Kr

K′r

⌉
Nps pilots are transmitted over Nps rounds of transmission. The

duration between consecutive training symbols in each round is Tp , αTs, where Ts

is the symbol duration and α ∈ Z+. Therefore, the duration between two consecutive
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training symbols transmitted in two consecutive rounds of transmission for each of

the
⌈
Kr

K′r

⌉
antenna subsets is Tr ,

⌈
Kr

K′r

⌉
Tp = α

⌈
Kr

K′r

⌉
Ts. In the first round, each trans-

mitted pilot is received by a different subset of antennas at times m ∈
(⌈

kr
K′r

⌉
− 1
)
Tp

for kr = 1, 2, . . . , Kr. In the second round, each transmitted pilot is received by a

different subset of antennas at times m ∈
((⌈

kr
K′r

⌉
− 1
)
Tp + Tr

)
for kr = 1, 2, . . . , Kr,

and so on. Thus AE kr receives Nps antenna selection training pilots at times m ∈ T krps ,

where

T krps =

{[(⌈
kr

K ′r

⌉
− 1

)
Tp + (nps − 1)Tr

] ∣∣ nps = 1, 2, . . . , Nps

}
=

{
α

((⌈
kr

K ′r

⌉
− 1

)
+ (nps − 1)

⌈
Kr

K ′r

⌉)
Ts

∣∣ nps = 1, 2, . . . , Nps

}
,

{
α

[(⌈
kr

K ′r

⌉
− 1

)
+ (nps − 1)

⌈
Kr

K ′r

⌉] ∣∣ nps = 1, 2, . . . , Nps

}
(4.5)

for kr = 1, 2, . . . , Kr, where in the last step, discrete-time notation is adopted.

From (4.4), the received pilot symbol can be written as

ykr [m] = hkr [m] pkr [m] + nkr [m] , kr = 1, 2, . . . , Kr, m ∈ T krps (4.6)

where pkr [m] is the unit energy pilot symbol. The observations {ykr [m] |m ∈ T krps }

over the AS training pilots are necessary to perform Slepian channel prediction to

obtain a prediction of the channel seen by the data at each receive AE {ĥSP
kr

[m] |m ∈

Ipadt} over the pilot-assisted data transmission phase Ipadt. Based on the predicted

channel gains {ĥSP
kr

[m] |m ∈ Ipadt}Kr
kr=1, the receiver then selects its receive AEs subset

S , {AE ι̂1,AE ι̂2, . . . ,AE ι̂K′r} and connects them to the RF chains for the time

duration of Tp−Ts. Therefore, the AS training phase spans the discrete time interval
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Figure 4.2: Antenna selection cycle for symbol-by-symbol AS method. (Kr = 4 re-
ceive antennas, Nps = 2 AS training pilots, Npf = 1 post-selection pilots,
and Tp = 2Ts).

Iast = {0, 1, . . . ,M − 1}, where M , α
⌈
Kr

K′r

⌉
Nps. As shown in Fig. 4.2, in symbol-

by-symbol AS, the most suitable receive AEs subset Sm , {AE ι̂m1 , . . . ,AE ι̂mK′r} is

selected for each symbol at time m, where symbol index m has been added to S and

{ι̂kr}
K′r
kr=1.

Pilot-Assisted Data Transmission Phase

In this section, the pilot-assisted data transmission phases for per-packet and symbol-

by-symbol switching are described.
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Per-Packet AS

The pilot-assisted data transmission phase spans Ipadt = {M,M+1, . . . ,M+N−1},

where the transmitter sends out a length-N , Npf +Ndf packet containing Npf pilots

time-multiplexed with Ndf data symbols. The Npf pilot symbols are uniformly spread

in the packet as

Ppf ,

{⌊
(npf − 1)

(
N

Npf

)
+

1

2

(
N

Npf

)⌋ ∣∣npf = 1, . . . , Npf

}
=

{⌊
(2npf − 1)N

2Npf

⌋ ∣∣npf = 1, . . . , Npf

}
. (4.7)

The received signal at each selected AE ι̂kr , for 1 ≤ kr ≤ K ′r, is

yι̂kr [m] =

 hι̂kr [m] d [m] + nι̂kr [m] , m ∈ Ipadt\Tpf

hι̂kr [m] p [m] + nι̂kr [m] , m ∈ Tpf

(4.8)

where d [m] and p [m] denote the transmitted data and pilot symbols, respectively.

A\B denotes the set that contains all those elements ofA that are not inB. From (4.7)

and since the AS training phase spans the discrete times Iast = {0, 1, . . . ,M − 1},

the Npf post-selection pilot symbols are thus received by the selected AEs at times

m ∈ Tpf, where

Tpf ,

{
M − 1 +

⌊
(2npf − 1)N

2Npf

⌋ ∣∣npf = 1, . . . , Npf

}
. (4.9)

Thus, in total, Ntp , Nps +Npf training symbols are received by the selected AEs at

times

T
ι̂kr
tp = T ι̂krps ∪ Tpf (4.10)
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Figure 4.3: A packet of length N ′ = 44 symbols for a system with one transmit
antenna and Kr = 4 receive antennas out of which K ′r = 2 antennas are
instantaneously selected at time m using the proposed symbol-by-symbol
AS method. (Ndf = 40 data symbols, N ′pf = 4 pilot symbols).

where T
ι̂kr
ps and Tpf are given in (4.5) and (4.9), respectively. From these Ntp pilot sym-

bols, refined channel gain estimates
{
ĥSE
ι̂kr

[m] |m ∈ Ipadt\Tpf

}K′r
kr=1

for S are obtained

using the Slepian estimator for data decoding.

Symbol-By-Symbol AS

After selection, the transmitter sends out a length-N ′ , Ndf + N ′pf packet which

consists of Ndf data symbols and N ′pf ,
⌈
Kr

K′r

⌉
Npf pilot symbols. The N ′pf =

⌈
Kr

K′r

⌉
Npf

pilot symbols are needed to obtain refined channel gain estimates {ĥSE
ι̂mkr

[m] |m ∈

Ipadt}. This is because in symbol-by-symbol AS, for each symbol an antenna subset

Sm is selected at time m. Since different antenna subsets might be selected during

the data transmission phase, Npf pilots should be sent to each of the
⌈
Kr

K′r

⌉
antenna

subsets. The symbol locations in the packet that carry the Npf pilots for AE kr for

kr = 1, 2, . . . , Kr are given by

Pkrpf =

{(⌈
kr

K ′r

⌉
− 1

)
+

⌊
(npf − 1)

(
N ′

Npf

)
+

1

2

(
N ′

Npf

)⌋ ∣∣ npf = 1, . . . , Npf

}
,

{(⌈
kr

K ′r

⌉
− 1

)
+

⌊
(2npf − 1)N ′

2Npf

⌋ ∣∣ npf = 1, . . . , Npf

}
. (4.11)

Fig. 4.3 shows a transmitted packet during the pilot-assisted data transmission phase

for a system with one transmit antenna andKr = 4 receive antennas out of whichK ′r =
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2 antennas are selected using the symbol-by-symbol AS method. Based on (4.11), the

pilot locations in the packet for AEs 1 and 2 are P1
pf = P2

pf = {11, 33}, where each

pilot is received by two antennas since two RF chains are available at the receiver.

Similarly, the pilot locations in the packet for AEs 3 and 4 are P3
pf = P4

pf = {12, 34}.

From (4.11) and since the AS training phase spans the discrete times Iast =

{0, 1, . . . ,M −1}, the Npf pilot symbols are thus received by AE kr at times m ∈ T krpf ,

where

T krpf ,

{
M − 1 +

(⌈
kr

K ′r

⌉
− 1

)
+

⌊
(2npf − 1)N ′

2Npf

⌋ ∣∣ npf = 1, . . . , Npf

}
. (4.12)

Thus Ntp = Nps +Npf pilots are received by each AE at times

T krtp = T krps ∪ T krpf , kr = 1, 2, . . . , Kr (4.13)

where T krps and T krpf are given in (4.5) and (4.12), respectively. From these Ntp pilots,

refined channel gain estimates {ĥSE
ι̂mkr

[m] | m ∈ Ipadt} for Sm are obtained using the

Slepian estimator for data decoding.

The data symbols received by Sm are given by

yι̂mkr [m] = hι̂mkr [m] d [m] + nι̂mkr [m] , m ∈ Ipadt\
(
T 1

pf ∪ . . . ∪ TKr
pf

)
. (4.14)

We note that in symbol-by-symbol AS the pilot-assisted data transmission phase

spans the discrete times Ipadt = {M,M + 1, . . . ,M +N ′ − 1}, where N ′ = Ndf +⌈
Kr

K′r

⌉
Npf. However, in per-packet switching Ipadt = {M,M + 1, . . . ,M +N − 1}

with N = Ndf +Npf. Therefore, N ′ = N +Npf

(⌈
Kr

K′r

⌉
− 1
)

.
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4.3 Receive Antenna Subset Selection Algorithm

In this section, receive antenna subset selection algorithms for single input–multiple

output systems equipped with Kr receive antennas out of which only K ′r (K ′r < Kr)

antennas are selected for time-varying frequency-flat fading for both per-packet and

per-symbol switching are presented.

In summary, the antenna selection training phase is formed by sendingNps training

symbols, to each of the antenna subsets. From the observations over the training

pilots {ykr [m] |m ∈ T krps }, channel gain estimates {h̃kr [m] |m ∈ T krps } for each AE are

obtained based on (4.4) as

h̃kr [m] = ykr [m] p∗kr [m] . (4.15)

We note that the CSI {h̃kr [m]} in (4.15) is outdated at the receiver. Slepian channel

prediction for each AE over the data transmission phase is therefore needed to per-

form antenna subset selection. Denote the number of Slepian basis functions, which

are bandlimited by the maximum normalized Doppler frequency νmax, by D. Note

that the temporal variations of the channel are also proportional to νmax. The D

extensions {ud [m] |m ∈ Ipadt}D−1
d=0 of the orthonormal Slepian sequences of length-M

{ud [m] |m ∈ Iast}D−1
d=0 over the data phase Ipadt are used for channel prediction. We

note that the Slepian sequences {ud [m] |m ∈ Iast}M−1
d=0 are the restrictions in time

of the (infinite) discrete prolate spheroidal (DPS) sequences {ud [m] |m ∈ Z}M−1
d=0

over the AS training time interval Iast = {0, . . . ,M − 1}. The dth Slepian se-

quence vector of size M × 1 ud [m] , [ud [0] , . . . , ud [M − 1]]T is the dth eigenvec-

tor of the M ×M matrix A with (a, b) entry defined as [A]a,b = sin[2πνmax(a−b)]
π(a−b) , for
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a, b = 0, 1, . . . ,M − 1 corresponding to eigenvalues λ0 ≥ λ1 ≥ . . . ≥ λM−1. The

D extensions {ud [m] |m ∈ Ipadt}D−1
d=0 of the orthonormal Slepian sequences can be

calculated from

ud [m] =
1

λd

M−1∑
m′=0

sin [2πνmax (m′ −m)]

π (m′ −m)
ud [m′] , m ∈ Ipadt. (4.16)

Selection is then performed based on the predicted channel gains {ĥSP
kr

[m] |m ∈

Ipadt}. In the data transmission phase, a packet containing pilot and data symbols is

transmitted. Next, refined channel gain estimates for the selected AEs obtained from

the Slepian estimator are used for data decoding. The basis functions {ud [m] |m ∈

Ipadt}D−1
d=0 for the Slepian estimator are a subset over the data phase Ipadt of the

complete Slepian sequences {ud [m] |m ∈ IAS}D−1
d=0 over the AS cycle time interval

IAS = Iast ∪ Ipadt.

4.3.1 Per-Packet AS

The receive AS algorithm for per-packet switching comprises the following steps,

which are conducted following an AS request:

1. Each antenna subset out of the
⌈
Kr

K′r

⌉
total subsets is trained using Nps pilot

symbols. The spacing between consecutive pilot symbols is Tr = α
⌈
Kr

K′r

⌉
Ts,

where Ts is the symbol duration. To keep the AS training phase as short as

possible, α is chosen as α =
⌈
Tsw
Ts

⌉
+ 1, where Tsw is the antenna switching time.

2. The receiver then:
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(a) Performs channel prediction over the data Ipadt\Tpf for every AE as

ĥSP
kr [m] = fT [m] ĉkr =

D−1∑
d=0

ĉkr,dud [m] m ∈ Ipadt\Tpf (4.17)

for kr = 1, 2, . . . , Kr, and D is the subspace dimension, i.e., number of basis

functions. In (4.17), f [m] , [u0 [m] , . . . , uD−1 [m]]T contains the D basis

functions which can be calculated from (4.16) for m ∈ Ipadt\Tpf. In (4.17),

ĉkr , [ĉkr,0, . . . , ĉkr,D−1]T includes the basis expansion coefficients for each

AE kr, is given by

ĉkr =
( ∑
m∈Tkrps

f [m]f † [m] |pkr [m]|2
)−1 ∑

m∈Tkrps

ykr [m] p∗kr [m]f ∗ [m] (4.18)

where (·)∗ and (·)† denote complex conjugate and complex conjugate trans-

pose, respectively.

(b) Selects its receive subset of antennas S which maximizes the post-processing

SNR over the data phase Ipadt\Tpf, i.e., the first K ′r order statistics of{M+N−1∑
m=M

(m6=Tpf)

∣∣∣ĥSP
kr

[m]
∣∣∣2 | kr = 1, . . . , Kr

}
.

3. The transmitter sends out a length-N = Ndf + Npf data packet in which Npf

pilots are time multiplexed with Ndf data symbols as (4.7). The packet is

received by the subset of antennas S = {AE ι̂1,AE ι̂2, . . . ,AE ι̂K′r}.

4. Refined channel gain estimates
{
ĥSE
ι̂kr

[m] |m ∈ Ipadt\Tpf

}
for S are obtained via

ĥ
SE

ι̂kr
= U ′ ĉι̂kr =

D−1∑
d=0

ĉι̂kr ,d u
′
d (4.19)
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where the Ndf×1 vector ĥ
SE

ι̂kr
contains the entries ĥSE

ι̂kr
[m] for m ∈ Ipadt\Tpf, U

′ ,[
u′0, . . . ,u

′
D−1

]
is the Ndf×D submatrix of the complete (M +N)×D Slepian

sequences matrix U , and the Ndf × 1 vector u′d contains the basis functions

{ud [m] |m ∈ Ipadt\Tpf}. In (4.19), ĉι̂kr , [ĉι̂kr ,0, . . . , ĉι̂kr ,D−1]T can be calculated

from (4.18) with T
ι̂kr
tp given in (4.10) replacing T krps .

4.3.2 Symbol-By-Symbol AS

The symbol-by-symbol receive AS algorithm comprises the following steps, which are

conducted following an AS request:

1. Each antenna subset out of the
⌈
Kr

K′r

⌉
total subsets is trained using Nps pilot

symbols. The spacing between consecutive pilot symbols is Tr = α
⌈
Kr

K′r

⌉
Ts,

where α ≥ 1 since the antenna switching time Tsw is less than the symbol

duration Ts.

2. The receiver then:

(a) Performs channel prediction for every AE via (4.17) for m ∈ Ipadt\(T 1
pf ∪

. . . ∪ TKr
pf ).

(b) Selects its instantaneous subset of antennas Sm which consists of the first

K ′r order statistics of
{
|ĥSP
kr

[m] |2
∣∣ kr = 1, . . . , Kr

}
for m ∈ Ipadt\(T 1

pf ∪

. . . ∪ TKr
pf ).

3. The transmitter sends out a length-N ′ = Ndf +
⌈
Kr

K′r

⌉
Npf data packet, which

consists of Ndf data symbols and N ′pf =
⌈
Kr

K′r

⌉
Npf pilots interleaved as (4.11).

Each data symbol at time m is received by a different subset of antennas Sm =

{AE ι̂m1 ,AE ι̂m2 , . . . ,AE ι̂mK′r}.
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4. To decode data the receiver obtains
{
ĥSE
ι̂mkr

[m] |m ∈ Ipadt\
(
T 1

pf ∪ . . . ∪ T
Kr
pf

) }
for Sm via

ĥSE
ι̂mkr

[m] =
D−1∑
d=0

ĉι̂mkr ,d ud [m] (4.20)

where the basis functions
{
ud [m] |m ∈ Ipadt\

(
T 1

pf ∪ . . . ∪ T
Kr
pf

)}D−1

d=0
are a sub-

set over the data symbols for m ∈ Ipadt\
(
T 1

pf ∪ . . . ∪ T
Kr
pf

)
of the complete

length-(M +N ′) Slepian sequences {ud [m] |m ∈ IAS}D−1
d=0 over the AS cycle

interval IAS = {0, . . . ,M +N ′ − 1} with N ′ = Ndf +
⌈
Kr

K′r

⌉
Npf.

4.3.3 Choice of Subspace Dimension

To determine the subspace dimension D, the method of Sec. 3.3.3 in Chapter 3 is

used, i.e., Eq. (3.32).

4.4 Symbol Error Probability (SEP) Analysis

In this section, we analyze the proposed receive AS algorithm from Section 4.3, to

evaluate the SEP of MPSK and MQAM in time-varying channels.

4.4.1 CSI Model

The estimate of the channel gain h [m] can be expressed in terms of the true channel

gain h [m] and the error in the estimate of h [m] [45,89]. The CSI uncertainty model

for Slepian basis expansion estimation can be expressed as

ĥSE
kr [m] = hkr [m] + eSE

kr [m] , 1 ≤ kr ≤ Kr (4.21)
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where hkr [m] is the true channel gain, eSE
kr

[m] is the estimation error, and ĥSE
kr

[m] is the

estimated channel gain. We assume the variables hkr [m] and eSE
kr

[m] are uncorrelated.

The true channel gain hkr [m] is modelled as a zero-mean circularly symmetric complex

Gaussian RV with unit-variance. We refer to Secs. 3.4.1 and 3.3.3 in Chapter 3 for

more details about CSI uncertainty model for Slepian basis expansion method.

From (4.21), the variance of the channel gain estimate ĥSE
kr

[m] can be expressed

as

σ2
ĥSEkr

[m] = σ2
hkr

[m] + σ2
eSEkr

[m] = 1 + MSESE
kr [m] . (4.22)

The CSI model for the Slepian basis expansion predictor can be obtained from (4.21)–

(4.22) by replacing superscript (·)SE by (·)SP and T krtp by T krps .

4.4.2 SEP Analysis

The soft estimate is obtained by maximal-ratio combining (MRC) of the received soft

symbols from Sm as

rSm [m] =

K′r∑
kr=1

(
ĥSE
ι̂mkr

[m]
)∗

yι̂mkr [m] . (4.23)

Conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

,
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

and d [m], using standard results

on moments of conditional Gaussian RVs it is shown in Appendix B that rSm [m]

in (4.23) is a complex Gaussian RV whose conditional mean µrSm [m] and variance
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σ2
rSm

[m] are given, respectively, by

µrSm [m] , E
{
rSm [m]

∣∣ {ĥSP
ι̂mkr

[m]
}K′r
kr=1

,
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, d [m]

}
=

K′r∑
kr=1

(
ĥSE
ι̂mkr

[m]
)∗

E
{
yι̂mkr [m]

∣∣ ĥSP
ι̂mkr

[m] , ĥSE
ι̂mkr

[m] , d [m]
}

= d [m]

K′r∑
kr=1


σ2
ĥSE
ι̂m
kr

[m]− σĥSE
ι̂m
kr

[m]σĥSP
ι̂m
kr

[m] ρĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m]

(
1−

∣∣∣∣ρĥSPι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

∣∣∣∣2
)


×
(
ĥSE
ι̂mkr

[m]
)∗
ĥSP
ι̂mkr

[m]

+


σ2
ĥSP
ι̂m
kr

[m]− σĥSP
ι̂m
kr

[m]σĥSE
ι̂m
kr

[m] ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m]

(
1−

∣∣∣∣ρĥSPι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

∣∣∣∣2
)

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 (4.24)

σ2
rSm

[m] , var

{
rSm [m]

∣∣ {ĥSP
ι̂mkr

[m]
}K′r
kr=1

,
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, d [m]

}
=

K′r∑
kr=1

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 var

{
yι̂mkr [m]

∣∣ ĥSP
ι̂mkr

[m] , ĥSE
ι̂mkr

[m] , d [m]
}

=

K′r∑
kr=1

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 [|d[m]|2

(
1−

σ2
ĥSP
ι̂m
kr

[m] + σ2
ĥSE
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m]

(
1−

∣∣∣∣ρĥSPι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

∣∣∣∣2
)

+

2<
{
ρĥSP

ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

}
σĥSP

ι̂m
kr

[m]σĥSE
ι̂m
kr

[m]

(
1−

∣∣∣∣ρĥSPι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

∣∣∣∣2
))+No

]
(4.25)
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where ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m] =
E
{
ĥSP
ι̂m
kr

[m]

(
ĥSE
ι̂m
kr

[m]

)∗}
√√√√E

{∣∣∣∣ĥSPι̂m
kr

[m]

∣∣∣∣2
}

E

{∣∣∣∣ĥSEι̂m
kr

[m]

∣∣∣∣2
} denotes the complex correlation co-

efficient of ĥSP
ι̂mkr

[m] and ĥSE
ι̂mkr

[m], and <{·} denotes taking the real part. We note

that (4.24) depends on both
(
ĥSE
ι̂mkr

[m]
)∗
ĥSP
ι̂mkr

[m] and
∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 which themselves are

complicated functions of the observed quantities and the a priori CSI uncertainty

model.

Denote the random variable (RV) A′ ,
|µrSm [m]|2
σ2
rSm

[m]
. From (4.24) and (4.25), no-

tice that the RV A′ depends on the selected antennas subset Sm, {ĥSE
ι̂mkr

[m] | kr =

1, . . . , K ′r}, and {ĥSP
ι̂mkr

[m] | kr = 1, . . . , K ′r}. The SEP of MPSK and MQAM symbols

received at time m conditioned on A′ =
|µrSm [m]|2
σ2
rSm

[m]
, i.e., Sm,

{
ĥSP
ι̂mkr

[m]
}

and
{
ĥSE
ι̂mkr

[m]
}

for kr = 1, . . . , K ′r can be computed via the method found in [5,53,77,79], respectively,

as

SEPm (A′) =
1

π

∫ M−1
M
π

0

exp

(
− sin2

(
π
M

)
sin2 (θ)

A′

)
dθ (4.26)

SEPm (A′) =
4

π

(
1− 1√

M

)∫ π
2

0

exp

(
−3

2 (M− 1) sin2 (θ)
A′
)

dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

exp

(
−3

2 (M− 1) sin2 (θ)
A′
)

dθ.

(4.27)

After averaging over A′, the SEP of MPSK and MQAM as a function of the SNR

per branch η , Es
N0

are given, respectively, by

SEPm (η) =
1

π

∫ M−1
M
π

0

∫ ∞
0

exp

(
− sin2

(
π
M

)
sin2 (θ)

a′

)
fA′ (a

′) da′ dθ (4.28)
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SEPm (η) =
4

π

(
1− 1√

M

)∫ π
2

0

∫ ∞
0

exp

(
−3

2 (M− 1) sin2 (θ)
a′
)
fA′ (a

′) dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

∫ ∞
0

exp

(
−3

2 (M− 1) sin2 (θ)
a′
)
fA′ (a

′) dθ

(4.29)

where fA′ (a
′) is the probability density function (PDF) of the RV A′ =

|µrSm [m]|2
σ2
rSm

[m]
.

The SEP expressions in (4.28) and (4.29) can be, respectively, integrated numerically

from SEPm (A′) in (4.26) and (4.27) using Monte Carlo averaging techniques [28].

To avoid numerical integration, we next derive SEP expressions of MPSK and

MQAM which provide analytical insight for both symbol-by-symbol and per-packet

AS described in Sec. 4.3. The first and second order statistics in (4.24) and (4.25) are

replaced by (4.35) and (4.36), respectively. In summary, (4.24) and (4.25) are condi-

tioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, while the statistics in (4.35) and (4.36)

are conditioned on the refined channel gain estimates
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

.

SEP for MPSK

Theorem 4.1. The first and second order statistics conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

of the MRC decision variable in (4.23) are given, respectively,

by (4.24) and (4.25). By replacing the first and second order conditional statistics

in (4.24) and (4.25), respectively, by the first and second order statistics in (4.35)

and (4.36) conditioned only on the refined channel gain estimates
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, the

MPSK SEP for a symbol received at time m for a system with one transmit and Kr

receive antennas employing the K ′r out of Kr symbol-by-symbol receive AS in Sec. 4.3
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is

SEP′m (η) =
1

π

∑
Pπ ∈P

 Kr∏
kr=1

[
kr∑
r=1

ΓPπ(kr) [m]

ΓPπ(r) [m]

]−1
∫ M−1

M
π

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + σ2
XSE
ι̂m
kr

[m]


×

 Kr∏
kr=1

sin2 (θ) + σ2
XSE
ι̂m
kr

[m]

sin2 (θ) + σ2
XSE
ι̂m
kr

[m] + zkr

 dθ (4.30)

where η = Es

N0
is SNR, Pπ is a permutation of set {1, 2, . . . , Kr} and P the set of all

Kr! permutations. σ2
XSE
ι̂m
kr

[m] =

bSE
ι̂m
kr

[m]

1−

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]
where ζSE

ι̂mkr
[m] , 1

1+σ2

eSE
ι̂m
kr

[m]
=

1
1+MSESE

ι̂m
kr

[m]
, bSE

ι̂mkr
[m] ,

(
ζSE
ι̂m
kr

[m]

)2

sin2(πM )
1−ζSE

ι̂m
kr

[m]+η−1 , and ρĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m] denote the correlation co-

efficient of ĥSE
ι̂mkr

[m] and ĥSP
ι̂mkr

[m]. Also zkr , kr

[
kr∑
r=1

1
ΓPπ(r)[m]

]−1

for kr ≤ K ′r, and

zkr , K ′r

[
kr∑
r=1

1
ΓPπ(r)[m]

]−1

for kr > K ′r where Γι̂mkr [m] =

bSE
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]
.

Proof. The received signal in (4.14) can be expressed as

yι̂mkr [m] = ĥSE
ι̂mkr

[m] d[m]− eSE
ι̂mkr

[m] d [m] + nι̂mkr [m] (4.31)

where we have used ĥSE
ι̂mkr

[m] = hι̂mkr [m] + eSE
ι̂mkr

[m] with eSE
ι̂mkr

[m] the estimation error and

kr = 1, 2, . . . , K ′r.

Conditioned on ĥSE
ι̂mkr

[m] and d [m], using standard results on moments of condi-

tional Gaussian RVs it is shown in Appendix C that yι̂mkr [m] in (4.31) is a complex
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Gaussian RV whose conditional mean µyι̂m
kr

[m] and variance σ2
yι̂m
kr

[m] are given by

µyι̂m
kr

[m] , E
{
yι̂mkr [m] | ĥSE

ι̂mkr
[m] , d [m]

}
= ĥSE

ι̂mkr
[m] d[m]− E

{
eSE
ι̂mkr

[m] | ĥSE
ι̂mkr

[m]
}
d [m]

+E
{
nι̂mkr [m] | ĥSE

ι̂mkr
[m]
}

= ĥSE
ι̂mkr

[m] d [m] ζSE
ι̂mkr

[m] (4.32)

σ2
yι̂m
kr

[m] , var
{
yι̂mkr [m] | ĥSE

ι̂mkr
[m] , d [m]

}
= |d [m]|2 var

{
eSE
ι̂mkr

[m] | ĥSE
ι̂mkr

[m]
}

+var
{
nι̂mkr [m] | ĥSE

ι̂mkr
[m]
}

= |d [m]|2
(

1− ζSE
ι̂mkr

[m] + η−1
)

(4.33)

where ζSE
ι̂mkr

[m] = 1
1+σ2

eSE
ι̂m
kr

[m]
= 1

1+MSESE
ι̂m
kr

[m]
and η = Es

No
is SNR per branch.

The maximum-likelihood (ML) soft estimate is obtained by conducting MRC on

the received soft symbols from Sm as

r′Sm [m] =

K′r∑
kr=1

ζSE
ι̂mkr

[m]
(
ĥSE
ι̂mkr

[m]
)∗
yι̂mkr [m]

1− ζSE
ι̂mkr

[m] + η−1

 (4.34)

where the scaling factor explicitly takes account of the channel estimation uncertainty,

i.e., the variances in (4.33).

Conditioned on
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

and d [m], from (4.32) and (4.33) we get that

r′Sm [m] in (4.34) is a complex Gaussian RV whose conditional mean µr′Sm [m] and
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variance σ2
r′Sm

[m] are given by

µr′Sm [m] , E
{
r′Sm [m] |

{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, d [m]

}

=

K′r∑
kr=1

ζSE
ι̂mkr

[m]
(
ĥSE
ι̂mkr

[m]
)∗

1− ζSE
ι̂mkr

[m] + η−1 E
{
yι̂mkr [m] | ĥSE

ι̂mkr
[m] , d [m]

}

=

K′r∑
kr=1

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 (ζSE

ι̂mkr
[m]
)2

d [m]

1− ζSE
ι̂mkr

[m] + η−1
(4.35)

σ2
r′Sm

[m] , var

{
r′Sm [m] |

{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, d [m]

}

=

K′r∑
kr=1

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 (ζSE

ι̂mkr
[m]
)2

(
1− ζSE

ι̂mkr
[m] + η−1

)2 var
{
yι̂mkr [m] | ĥSE

ι̂mkr
[m] , d [m]

}

=

K′r∑
kr=1

∣∣∣ĥSE
ι̂mkr

[m]
∣∣∣2 (ζSE

ι̂mkr
[m]
)2

|d [m]|2

1− ζSE
ι̂mkr

[m] + η−1
. (4.36)

The SEP of an MPSK symbol received at time m conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

can be computed via the method found in [5, 53,77,79] as

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

,
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

)
=

1

π

∫ M−1
M
π

0

exp

−
∣∣∣µr′Sm [m]

∣∣∣2 sin2
(
π
M

)
σ2
r′Sm

[m] sin2 (θ)

 dθ

=
1

π

∫ M−1
M
π

0

exp

(
−Y SE
Sm [m]

sin2 (θ)

)
dθ (4.37)

where

∣∣∣∣µr′Sm [m]

∣∣∣∣2
σ2
r′Sm

[m]
=

K′r∑
kr=1

∣∣∣∣ĥSEι̂m
kr

[m]

∣∣∣∣2(ζSEι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 and the last equality follows from Y SE
Sm [m] ,

K′r∑
kr=1

∣∣∣XSE
ι̂mkr

[m]
∣∣∣2 with XSE

ι̂mkr
[m] ,

√
bSE
ι̂mkr

[m]ĥSE
ι̂mkr

[m] and bSE
ι̂mkr

[m] =

(
ζSE
ι̂m
kr

[m]

)2

sin2(πM )
1−ζSE

ι̂m
kr

[m]+η−1 .
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The SEP averaged over
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

is

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

)
=

1

π

∫ M−1
M
π

0

M
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(
−1

sin2 (θ)

)
dθ (4.38)

whereM
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(·) is the moment generating function (MGF) of Y SE
Sm [m]

conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

.

Now conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

, using standard results on moments of condi-

tional Gaussian RVs it is shown in Appendix D that XSE
ι̂mkr

[m] is a complex Gaussian

RV with conditional mean µXSE
ι̂m
kr

[m] and variance σ2
XSE
ι̂m
kr

[m] are given by

µXSE
ι̂m
kr

[m] , E
{
XSE
ι̂mkr

[m] | ĥSP
ι̂mkr

[m]
}

=
√
bSE
ι̂mkr

[m]E
{
ĥSE
ι̂mkr

[m] | ĥSP
ι̂mkr

[m]
}

=

√√√√bSE
ι̂mkr

[m] ζSP
ι̂mkr

[m]

ζSE
ι̂mkr

[m]
ρĥSE

ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]ĥ
SP
ι̂mkr

[m] (4.39)

σ2
XSE
ι̂m
kr

[m] , var
{
XSE
ι̂mkr

[m] | ĥSP
ι̂mkr

[m]
}

= bSE
ι̂mkr

[m] var
{
ĥSE
ι̂mkr

[m] | ĥSP
ι̂mkr

[m]
}

=

bSE
ι̂mkr

[m]

(
1−

∣∣∣∣ρĥSEι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

∣∣∣∣2
)

ζSE
ι̂mkr

[m]
(4.40)

where ζSE
ι̂mkr

[m] , 1
1+σ2

eSE
ι̂m
kr

[m]
= 1

1+MSESE
ι̂m
kr

[m]
and ζSP

ι̂mkr
[m] , 1

1+σ2

eSP
ι̂m
kr

[m]
= 1

1+MSESP
ι̂m
kr

[m]
.

Therefore Y SE
Sm [m] follows a non-central Chi-squared distribution with conditional
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MGF given by [24]

M
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(x) =

 K′r∏
kr=1

1

1− σ2
XSE
ι̂m
kr

[m]x

 exp

 K′r∑
kr=1

µ2
XSE
ι̂m
kr

[m]x

1− σ2
XSE
ι̂m
kr

[m]x

 .

(4.41)

Substituting (4.41) in (4.38), yields

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

)
=

1

π

∫ M−1
M
π

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + σ2
XSE
ι̂m
kr

[m]

×
exp

− K′r∑
kr=1

ξι̂mkr [m]
∣∣∣ĥSP
ι̂mkr

[m]
∣∣∣2

sin2 (θ) + σ2
XSE
ι̂m
kr

[m]

 dθ (4.42)

where ξι̂mkr [m] ,
bSE
ι̂m
kr

[m]ζSP
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]
. Denoting by Υι̂mkr

[m] , ξι̂mkr [m]
∣∣∣ĥSP
ι̂mkr

[m]
∣∣∣2

the exponential RV with mean Γι̂mkr [m] , E
{

Υι̂mkr
[m]
}

=

bSE
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]
, averag-

ing over
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and using the virtual branch combining (VBC) technique [94],

yields the desired result.

SEP for MQAM

Theorem 4.2. The first and second order statistics conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

of the MRC decision variable in (4.23) are given, respectively,

by (4.24) and (4.25). By replacing the first and second order conditional statistics

in (4.24) and (4.25), respectively, by the first and second order statistics in (4.35)
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and (4.36) conditioned only on the refined channel gain estimates
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

, the

MQAM SEP for a symbol received at time m for a system with one transmit and Kr

receive antennas employing the K ′r out of Kr symbol-by-symbol receive AS in Sec. 4.3

is

SEP′m (η) =
4

π

(
1− 1√

M

) ∑
Pπ ∈P

 Kr∏
kr=1

[
kr∑
r=1

ΓPπ(kr) [m]

ΓPπ(r) [m]

]−1


×
∫ π

2

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]


×

 Kr∏
kr=1

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m] + zkr

 dθ

− 4

π

(
1− 1√

M

)2 ∑
Pπ ∈P

 Kr∏
kr=1

[
kr∑
r=1

ΓPπ(kr) [m]

ΓPπ(r) [m]

]−1


×
∫ π

4

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]


×

 Kr∏
kr=1

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m] + zkr

 dθ (4.43)

where η = Es
N0

is SNR, Pπ is a permutation of set {1, 2, . . . , Kr} and P the set of all

Kr! permutations. σ2
XSE
ι̂m
kr

[m] =

bSE
ι̂m
kr

[m]

1−

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]
where ζSE

ι̂mkr
[m] = 1

1+σ2

eSE
ι̂m
kr

[m]
=

1
1+MSESE

ι̂m
kr

[m]
, bSE

ι̂mkr
[m] =

(
ζSE
ι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 , and ρĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m] denote the correlation coefficient

of ĥSE
ι̂mkr

[m] and ĥSP
ι̂mkr

[m]. Also zkr , kr

[
kr∑
r=1

1
ΓPπ(r)[m]

]−1

for kr ≤ K ′r, and zkr ,
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K ′r

[
kr∑
r=1

1
ΓPπ(r)[m]

]−1

for kr > K ′r where Γι̂mkr [m] = 3
2(M−1)

 bSE
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]

.

Proof. The SEP of an MQAM symbol received at timem conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

can be computed via the method found in [5, 53,77,79]

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

,
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

)
=

4

π

(
1− 1√

M

)∫ π
2

0

exp

 −3

2 (M− 1) sin2 (θ)

∣∣∣µr′Sm [m]
∣∣∣2

σ2
r′Sm

[m]

 dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

exp

 −3

2 (M− 1) sin2 (θ)

∣∣∣µr′Sm [m]
∣∣∣2

σ2
r′Sm

[m]

 dθ

=
4

π

(
1− 1√

M

)∫ π
2

0

exp

(
−3Y SE

Sm [m]

2 (M− 1) sin2 (θ)

)
dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

exp

(
−3Y SE

Sm [m]

2 (M− 1) sin2 (θ)

)
dθ (4.44)

where

∣∣∣∣µr′Sm [m]

∣∣∣∣2
σ2
r′Sm

[m]
=

K′r∑
kr=1

∣∣∣∣ĥSEι̂m
kr

[m]

∣∣∣∣2(ζSEι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 and the last equality follows from Y SE
Sm [m] =

K′r∑
kr=1

∣∣∣XSE
ι̂mkr

[m]
∣∣∣2 with XSE

ι̂mkr
[m] =

√
bSE
ι̂mkr

[m]ĥSE
ι̂mkr

[m] and bSE
ι̂mkr

[m] =

(
ζSE
ι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 .
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The SEP averaged over
{
ĥSE
ι̂mkr

[m]
}K′r
kr=1

is

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

)
=

4

π

(
1− 1√

M

)∫ π
2

0

M
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(
−3

2 (M− 1) sin2 (θ)

)
dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

M
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(
−3

2 (M− 1) sin2 (θ)

)
dθ

(4.45)

whereM
Y SE
Sm [m] | {ĥSP

ι̂m
kr

[m]}K
′
r

kr=1

(·) is the MGF of Y SE
Sm [m] conditioned on

{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

.

Conditioned on
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

, using standard results on moments of conditional

Gaussian RVs it is shown in Appendix D that XSE
ι̂mkr

[m] is a complex Gaussian RV

with conditional mean µXSE
ι̂m
kr

[m] and variance σ2
XSE
ι̂m
kr

[m] given in (4.39) and (4.40),

respectively, but with bSE
ι̂mkr

[m] =

(
ζSE
ι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 in this case.

Therefore Y SE
Sm [m] follows a non-central Chi-squared distribution with conditional

MGF given in (4.41) with bSE
ι̂mkr

[m] =

(
ζSE
ι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 .
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Substituting (4.41) in (4.45), yields

SEP′m

({
ĥSP
ι̂mkr

[m]
}K′r
kr=1

)
=

4

π

(
1− 1√

M

)∫ π
2

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]


× exp

− K′r∑
kr=1

ξι̂mkr [m]
∣∣∣ĥSP
ι̂mkr

[m]
∣∣∣2

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]

 dθ

− 4

π

(
1− 1√

M

)2 ∫ π
4

0

 K′r∏
kr=1

sin2 (θ)

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]


× exp

− K′r∑
kr=1

ξι̂mkr [m]
∣∣∣ĥSP
ι̂mkr

[m]
∣∣∣2

sin2 (θ) + 3
2(M−1)

σ2
XSE
ι̂m
kr

[m]

 dθ

(4.46)

where ξι̂mkr [m] = 3
2(M−1)

 bSE
ι̂m
kr

[m]ζSP
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]

 with bSE
ι̂mkr

[m] =

(
ζSE
ι̂m
kr

[m]

)2

1−ζSE
ι̂m
kr

[m]+η−1 .

Denoting by Υι̂mkr
[m] = ξι̂mkr [m]|ĥSP

ι̂mkr
[m]|2 the exponential RV with mean Γι̂mkr [m] =

E
{

Υι̂mkr
[m]
}

= 3
2(M−1)

 bSE
ι̂m
kr

[m]

∣∣∣∣∣∣ρĥSEι̂mkr [m],ĥSP
ι̂m
kr

[m]

∣∣∣∣∣∣
2

ζSE
ι̂m
kr

[m]

. Averaging over
{
ĥSP
ι̂mkr

[m]
}K′r
kr=1

and

using the virtual branch combining (VBC) technique [94], yields the desired result.

4.5 Simulations

We now present numerical results to gain insight into the previous analysis and study

performance over time-varying channels.
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1 × (2;6) proposed AS algorithm

1 × 2 perfect CSI

1 × 2 Slepian prediction

1 × (2;6) Slepian prediction & AS

1 × (2;6) no prediction & AS

1 × (2;6) Fourier & AS

1 × (2;6) perfect CSI & AS

Figure 4.4: PER performance of the proposed AS method for a 1 × (2; 6) system
when the user velocity vmax = 100 km/h corresponding to a maximum
normalized Doppler frequency νmax = 0.0038. (4PSK, packet length N =
42, Ndf = 40 data symbols, Npf = 2 post-selection pilots, Nps = 2 selection
training pilots, and Tp = 3Ts).

4.5.1 Setup

In the sequel, a system with one transmit and Kr receive antenna is denoted as

1×Kr. Unless otherwise stated, the simulation parameters are as follows: a system

with one transmit and Kr receive antennas out of which K ′r is selected, denoted by

1× (K ′r;Kr), is simulated. The carrier frequency fc = 2 GHz and a single user moves

with radial velocity vmax = 100 km/h. The symbol duration Ts = 20.57 µs [3, 79].

Using Eq. (4.1), these parameters give a Doppler bandwidth νmax = 3.8 × 10−3. A

Rayleigh fading channel with Clarke’s Doppler spectrum for each tap is used [18].
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1 × (2;4) Theorem 4.1 (analy.) 

1 × (2;4) symbol−by−symbol AS (sim.)

1 × (2;4) per−packet AS (sim.)

Figure 4.5: SEP for the first 8PSK data symbol for a 1 × (2; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

The complex channel at the krth receive antenna is given by [18,27]

hkr [m] =

Npath∑
npath=0

akr,npath
exp

(
j2πνkr,npath

m
)

(4.47)

where the number of propagation paths is set to Npath = 20. In (4.47), akr,npath
=

1√
Npath

exp
(
jψkr,npath

)
with phase angles ψkr,npath

uniformly distributed over [−π π).

The Doppler shifts νkr,npath
= νmax cos

(
αkr,npath

)
with angles of incidence αkr,npath

uniformly distributed in [−π π). The path parameters
{
akr,npath

}
and

{
νkr,npath

}
are

modelled as independent and identically distributed [18]. They are assumed constant

over an AS cycle but change independently from cycle to cycle.
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1 × (2;4) Theorem 4.1 (analy.)

1 × (2;4) symbol−by−symbol AS (sim.)

1 × (2;4) per−packet AS (sim.)

Figure 4.6: SEP for the 20th 8PSK data symbol for a 1 × (2; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

4.5.2 Packet Error Rate

The packet error rate (PER) of the proposed per-packet AS method in Sec. 4.3 for a

1× (2; 6) system is illustrated in Fig. 4.4. The packet consists of N = Npf +Ndf = 42

symbols, in which Npf = 2 pilot symbols are time-multiplexed with Ndf = 40 data

symbols. For comparison, we also show the PER performance of (i) a 1 × 2 system

with perfect CSI using MRC and no AS, (ii) 1 × (2; 6) system with perfect CSI

and AS according to Step 2(b) in Sec. 4.3.1 (with hkr [m] replacing ĥSP
kr

[m]), (iii) a

1×(2; 6) system employing AS without channel prediction. We note that the antenna

with the highest channel gain estimate h̃kr [m] in (4.15) is selected since no channel

prediction is used, (iv) a 1× (2; 6) system employing Fourier basis expansion channel
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1 × (2;6) Theorem 4.1 (analy.)

1 × (2;6) symbol−by−symbol AS (sim.)

1 × (2;6) per−packet AS (sim.)

Figure 4.7: SEP for the first 4PSK data symbol for a 1 × (2; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

prediction and AS according to Step 2(b) in Sec. 4.3.1, with the refined channel gain

estimates are used for data decoding, (v) a 1×(2; 6) system employing Slepian channel

prediction and AS according to Step 2(b) in Sec. 4.3.1, with the predicted channel

gains
{
ĥSP
kr

[m] |m ∈ Ipadt\Tpf

}
used not only for selection but also for data decoding.

Inspection of Fig. 4.4 reveals that the 1× (2; 6) system employing the proposed per-

packet AS algorithm achieves an SNR performance gain of about 4 dB over the 1× 2

system with perfect CSI and no AS at a PER = 10−3. The performance of the same

proposed 1× (2; 6) system is about 6 dB worse than 1× (2; 6) system employing AS

with perfect CSI at PER of 10−3. Also, error floors exist at moderate to high SNR for

the 1 × (2; 6) systems employing AS either with Fourier basis expansion or without

channel prediction.
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1 × (2;6) Theorem 4.1 (analy.)

1 × (2;6) symbol−by−symbol AS (sim.)

1 × (2;6) per−packet AS (sim.)

Figure 4.8: SEP for the 20th 4PSK data symbol for a 1 × (2; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

We note that the complexity of the proposed AS method is higher than that of

a system employing AS with Fourier expansion model. The generation of length-N

Slepian sequences requires the use of singular value decomposition (SVD) to calcu-

late the eigenvectors of the N × N matrix A with (a, b) entry defined as [A]a,b =

sin[2πνmax(a−b)]
π(a−b) for a, b = 0, 1, . . . , N − 1. This requires O

(
N3
)

complex multiplica-

tions [37]. However, the Fourier basis functions, which do not require the knowledge

of the Doppler spread and SVD, can be stored in memory using pre-calculated look-up

tables.

The SEP of the first and 20th 8PSK symbols as a function of average SNR for a

1×(2; 4) system employing the proposed receive AS algorithm are depicted in Figs. 4.5

and 4.6, respectively. The SEP curves analyzed in Theorem 4.1 are also shown. It
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1 × (2;4) Theorem 4.2 (analy.)

1 × (2;4) symbol−by−symbol AS (sim.)

1 × (2;4) per−packet AS (sim.)

Figure 4.9: SEP for the first 16QAM data symbol for a 1 × (2; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

can be observed that the curves are close to each other. More specifically, the gap

between the curves is about 0.2 dB. Note that the SEP behaviour might be slightly

different for the different symbols of the length-N data packet. This is because the

channel prediction for the first symbol is much better than channel prediction for

the 20th symbol, which clearly affects the selection decision and, thus, the SEP. As

is apparent from Figs. 4.5 and 4.6, the SEP for the first 8PSK symbol is about one

order of magnitude less than that of the 20th 8PSK symbol at an SNR = 18 dB.

The SEP of the first and 20th 4PSK symbols for a 1 × (2; 6) system employing

the proposed receive AS algorithm are also depicted in Figs. 4.7 and 4.8, respectively.

The SEP curves analyzed in Theorem 4.1 are also shown. A gap of about 1 dB

can be observed between the curves. In summary, from Figs. 4.5–4.8 and from other
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1 × (2;4) Theorem 4.2 (analy.)

1 × (2;4) symbol−by−symbol AS (sim.)

1 × (2;4) per−packet AS (sim.)

Figure 4.10: SEP for the 20th 16QAM data symbol for a 1× (2; 4) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

simulations, we also observe that Theorem 4.1 reasonably approximates the MPSK

SEP performance of systems employing the proposed receive AS algorithm in Sec. 4.3.

The SEP of the first and 20th 16QAM symbols for a 1× (2; 4) system employing

the proposed receive AS algorithm are also depicted in Figs. 4.9 and 4.10, respectively.

The SEP curves analyzed in Theorem 4.2 are also shown. It can be observed that

the curves are close to each other, where a gap of about 0.2 dB exists between the

curves. Note also that the SEP behaviour might be slightly different for the different

symbols of the packet. For instance, the SEP for the first 16QAM is about one order

of magnitude lower than that for the 20th 16QAM symbol at SNR = 20 dB.

The SEP for the first and 20th 16QAM symbols for a 1× (2; 6) system employing

the proposed receive AS algorithm are shown in Figs. 4.11 and 4.12, respectively. The
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1 × (2;6) Theorem 4.2 (analy.)

1 × (2;6) symbol−by−symbol AS (sim.)

1 × (2;6) per−packet AS (sim.)

Figure 4.11: SEP for the first 16QAM data symbol for a 1× (2; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

analytical curves from Theorem 4.2 are also plotted. Note the curves are close to each

other. A gap of about 0.2 to 0.5 dB exists between the curves. From Figs. 4.9–4.12 and

from other simulations, we also observe that Theorem 4.2 reasonably approximates

the MQAM SEP performance of systems employing the proposed receive AS algorithm

in Sec. 4.3.
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1 × (2;6) Theorem 4.2 (analy.)

1 × (2;6) symbol−by−symbol AS (sim.)

1 × (2;6) per−packet AS (sim.)

Figure 4.12: SEP for the 20th 16QAM data symbol for a 1× (2; 6) system when the
user velocity vmax = 100 km/h corresponding to a maximum normalized
Doppler frequency νmax = 0.0038. (packet length N = 42, Ndf = 40 data
symbols, Npf = 2 post-selection pilots, Nps = 2 selection training pilots,
and Tp = 3Ts).

4.6 Conclusions

A training-based receive antenna subset selection approach for time-varying frequency-

flat fading which uses Slepian basis expansion for prediction and estimation is pro-

posed. It takes into account packet and symbol-by-symbol reception/switching for

antenna selection (AS). An approach to determine the subspace dimensions that

reduces the mean square error (MSE) of the Slepian estimator/predictor is also pre-

sented. It is used in the proposed AS method since it affects the antenna selection

and decoding processes and, thus, reduces the symbol error probability (SEP) of the

system. It is shown that the proposed AS scheme outperforms ideal conventional

systems with perfect channel knowledge and no AS at the receiver and conventional
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complex basis based estimation. Analytical expressions for the MPSK and MQAM

SEP with the receive AS method are also derived, and verified with simulations.
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Chapter 5

Training Schemes for Selection of OFDM

Subsystems in High-Doppler Fading

5.1 Introduction

Orthogonal frequency division multiplexing (OFDM) and multiple antenna technolo-

gies have been adopted by next generation wireless standards, such as long term

evolution (LTE) of the third generation partnership project (3GPP) [2]. Due to the

mobility of users and multipath propagation with delay spread, the wireless channel is

time-varying and frequency-selective. OFDM modulation transforms a time-varying

frequency-selective channel into a set of parallel time-varying frequency-flat subchan-

nels [36]. This enables simple frequency-domain equalization and channel estimation.

The use of multiple antennas for transmission and reception improves the system

performance through diversity and/or multiplexing gains.

However, the use of multiple antennas increases the hardware complexity and

costs because each antenna requires an expensive radio frequency (RF) chain that

is comprised of low-noise amplifiers (LNAs), mixers, and oscillators. An effective
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method of retaining most of the diversity benefits of multiple antennas with con-

siderable reduction of hardware complexity and costs at the receiver is to perform

receive antenna subset selection. In receive antenna subset selection, only a subset of

the antenna elements (AEs) is connected to a limited number of RF chains based on

the current channel fades. We note that antenna selection (AS) has been standard-

ized in IEEE 802.11n [1]. Algorithms and performance analysis for single-carrier AS

systems are reported in numerous previous studies [9, 11, 12, 16, 32, 33, 38–41, 46, 47,

51, 64–66, 68, 80, 95, 98, 102, 106]. Antenna selection for OFDM systems is considered

in [10, 20, 61, 83, 85, 90, 103]. Bulk versus per-tone AS for MIMO-OFDM systems are

examined in [21, 81, 104]. To perform receive antenna subset selection, the channel

is estimated by sending training symbols to different subsets of antennas. To date,

only few studies exist that deal with the practical issues of pilot-based training and

AS implementation. The above references consider the channel to be perfectly known

at the receiver and/or slowly-time-varying. However, as mentioned above the wire-

less channel is frequency-selective and time-varying which results in outdated channel

state information (CSI) at the receiver. We note that OFDM systems have a relatively

long time symbol duration compared to single carrier systems due to their multicarrier

features. This makes OFDM systems more sensitive than single carrier systems to

Doppler shifts, which results in higher temporal channel variations. As noted above,

each OFDM subcarrier experiences time-varying and frequency-flat fading. Each real-

ization of the time-varying frequency-flat channel impulse response is modeled as the

superposition of a discrete number of paths, each with potentially different Doppler

shift, delay, and amplitude values. We note that the Doppler frequency depend on

the user velocity, the carrier frequency, and the scattering environment (i.e., angles
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of incidence). Therefore, the time-varying channel of each subcarrier represents a

sequence of complex channel gain scalars at the OFDM symbol rate. The temporal

variation of this sequence is also bandlimited by the maximum normalized Doppler

frequency

νmax , fDTos =
vmaxfc

co

Tos (5.1)

where Tos denotes the OFDM symbol duration and the Doppler frequency fD , vmaxfc
co

with vmax the radial component of the user velocity, fc the carrier frequency, and co

the speed of light. The impact of imperfect channel knowledge on the performance

of single carrier AS systems is studied in [7,35,42,97,105]. Receive antenna selection

for OFDM-based multiple antenna systems with channel estimation error is treated

in [67]. The performance of single carrier AS systems with CSI feedback delay are

studied in [44] and [73]. Weighted AS rules for single carrier systems over time-

varying channels which utilize temporal correlation knowledge are proposed in [54]

and [55]. Training-based receive AS algorithms for single carrier systems which use

CSI knowledge of the data transmission phase in selection and decoding processes by

utilizing Slepian prediction [101] and estimation [100] have been recently proposed

in [77–79]. However, only the simpler problem of time-varying and frequency-flat

fading is considered in [77–79]. We note that the Slepian estimator/predictor only

requires knowledge or estimate of the Doppler bandwidth. It uses the orthonormal

Slepian sequences, which are bandlimited by νmax, as basis functions. We note that

the fading process is bandlimited to the maximum normalized Doppler frequency νmax.

Linear interpolation/extrapolation techniques which estimate/predict the channel by

connecting the channel samples obtained from the observations over the training pilots

by straight line segments also do not require any statistical knowledge of the channel.
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However, the Slepian predictor estimator explicitly takes into account the fact that

the fading process is bandlimited by νmax.

Motivated by the above observations, our objective in this chapter is to investigate

AS for OFDM-based systems over more realistic fading scenarios. Specifically, we

investigate the performance of AS for OFDM systems for realistic doubly selective

channels (i.e., time and frequency selective). Therefore, we consider the more general

problem of frequency-selective and time-varying fading. We note that in a single

carrier receive AS system with Kr receive AEs, the receiver connects K ′r RF chains

for 1 ≤ K ′r < Kr to the K ′r-element selected subset of antennas, denoted by S ,{
AE ι̂1, . . . ,AE ι̂K′r

}
. In an OFDM system with Nsc subcarriers, if receive antenna

subset selection is performed separately for each of the Nsc subcarriers (per-carrier

basis) Kr RF chains at the receiver would be required. However, if the selected

subset of antennas is the same for all the subcarriers, then only K ′r RF chains would be

needed at the receiver as in the single-carrier case. The contributions are summarized

as follows:

• Single carrier receive AS methods for time-varying channels based on Slepian

subspace projections [77–79] are extended to accommodate single input–multiple

output (SIMO) and multiple input–multiple output (MIMO) OFDM-based sys-

tems over time-varying frequency-selective fading.

• Through simulation, the performance of the proposed method is compared to

that of AS methods based on conventional Fourier as well as linear interpola-

tion/extrapolation prediction/estimation methods.

This chapter is organized as follows: the detailed system model is described in
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Section 5.2. The training-based receive AS methods for SIMO and MIMO OFDM-

based systems for time-varying frequency-selective fading is developed in Sec. 5.3.

Simulation results are discussed in Sec. 5.4. Our conclusions follow in Sec. 5.5.

5.2 System Model

Consider an Nsc subcarrier frequency SIMO OFDM system with Kr receive AEs

equipped with only 1 ≤ K ′r < Kr RF chains as in Fig. 5.1. The selected subset

of AEs must be the same for all the Nsc tones. The OFDM symbol duration is

Tos , (Nsc +Ng)Ts, where Ng is the number of guard tones and Ts , 1
B

is the

sampling time with B the entire RF channel bandwidth. A Kr-select-K ′r micro-

electromechanical system (MEMS) based antenna switch connects the selected AEs

to the RF chains. The switching speed of the RF MEMS switches is 2 to 40 µs with

an insertion loss of only 0.1 dB [75]. Since the duration Ts of each time-domain data

symbols (samples) is usually much less than the switching time Tsw (Ts � Tsw), this

implies that all OFDM symbols, each of duration Tos ≥ Tsw, of a transmitted packet

are received by the same selected subset of antennas. Selection is thus performed

on a per-packet basis rather than on a per OFDM symbol basis. If the switching

is performed between OFDM symbols of a transmitted packet (i.e., OFDM symbol-

by-symbol basis), this results in loss of time-domain samples of the cyclic prefix and

possibly data symbols. The number of lost time-domain samples is equal to dTsw
Ts
e

(dTsw
Ts
e � 1). This causes performance degradation and inter-carrier interference (ICI)

since orthogonality of the subcarriers is not preserved. We now introduce the channel

and signal model. Antenna selection training and pilot-assisted data transmission

phases are described next.
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Figure 5.1: System model with receive antenna subset selection, for all the Nsc sub-
carriers, in time-varying frequency-selective fading.

5.2.1 Channel and Signal Model

The channel between the single transmit antenna and each receive AE is modelled as

having a multipath structure with L taps. The impulse response for this time-varying

frequency-selective channel can be written as [59]

hkr (t, τ) =
L−1∑
`=0

√
P (τ`)wkr,` (t) δ (τ − τ`) , kr = 1, 2, . . . , Kr (5.2)

where δ (t) denotes the Dirac delta function, τ` is the propagation delay of the `th

complex channel tap wkr,` (t) of average power P (τ`). The time-varying complex

gains {wkr,` (t)} in (5.2) are wide sense stationary (WSS) narrowband complex Gaus-

sian processes, which are independent for different taps [74, 87]. The average powers
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{P (τ`)} depend on the channel delay profiles. The channel impulse response in (5.2) is

thus a series of time-delayed impulses weighted by complex channel taps. As explained

in more detail in Sec. 5.4, each complex channel tap is modeled as the superposition

of Npath paths, each with Doppler shift f
npath

kr,`
, fD cos

(
α
npath

kr,`

)
with α

npath

kr,`
the angle of

incidence for the npath path of the `th complex channel tap. The normalized Doppler

frequencies ν
npath

kr,`
, f

npath

kr,`
Tos are thus upper bounded by the maximum normalized

Doppler frequency νmax

(
i.e.,

∣∣νnpath

kr,`

∣∣ ≤ νmax

)
. We assume that the channel remains

constant over an OFDM symbol duration Tos, since Tos is much less than the channel

coherence time [57]. Hence, the discrete-time channel impulse response at AE kr can

thus be expressed as [58,92]

hkr [m, `′] , hkr (mTos, `
′Ts)

=
L−1∑
`=0

√
P [`]wkr,` [m] δ [`′ − `] (5.3)

where standard sampling notation is used in (5.3), i.e., discrete-time signal x [n] is

obtained from continuous signal x (t) by sampling at period Ts according to x [n] ,

x (nTs) with n ∈ Z.

Provided that the cyclic prefix is made sufficiently long (≥ L− 1) to avoid inter-

symbol interference (ISI) and ICI, the received signal vector of the mth OFDM symbol

at AE kr can be expressed as [92]

ykr [m] = diag (s [m])gkr [m] + zkr [m] , 1 ≤ kr ≤ Kr (5.4)

where ykr [m] , [ykr [m, 0] , . . . , ykr [m,Nsc − 1]]T is the Nsc × 1 received signal vector

at time index m, with ykr [m, q] the symbol received on the qth tone during the
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mth OFDM symbol. zkr [m] , [zkr [m, 0] , . . . , zkr [m,Nsc − 1]]T is the Nsc×1 additive

white Gaussian noise (AWGN) with covariance NoINsc , with INsc denoting the identity

matrix of size Nsc. In (5.4), gkr [m] , [gkr [m, 0] , . . . , gkr [m,Nsc − 1]]T = Fhkr [m] is

the Nsc × 1 channel frequency response vector, where gkr [m, q] is the channel gain

for the qth tone at time m, F is the Nsc × L discrete Fourier transform (DFT)

matrix with (q, `) entry defined as F [q, `] = exp
(
−j 2πq`

Nsc

)
for q = 0, . . . , Nsc − 1 and

` = 0, . . . , L− 1, and hkr [m] , [hkr [m, 0] , . . . , hkr [m,L− 1]]T includes the L taps of

the channel from the single transmit AE to receive antenna kr in the time-domain.

In (5.4), s [m] , [s [m, 0] , . . . , s [m,Nsc − 1]]T is the Nsc×1 transmitted signal vector,

where s [m, q] denotes the unit average energy transmitted symbol on the qth tone in

the mth OFDM symbol. diag (s [m]) denotes the Nsc ×Nsc diagonal matrix with the

Nsc × 1 vector s [m] on its diagonal.

5.2.2 Antenna Selection Cycle

Each AS cycle consists of an AS training phase followed by a pilot-assisted data

transmission phase, as illustrated in Fig. 5.2. We now describe the AS training and

pilot-assisted data transmission phases.

AS Training Phase

In each AS training phase, in total
⌈
Kr

K′r

⌉
Nps OFDM training symbols, each with

Nsc pilot tones, are transmitted in Nps rounds of transmission. In each round,
⌈
Kr

K′r

⌉
OFDM training symbols are transmitted sequentially in time to the receive antenna

subsets. Each OFDM training symbol corresponds to a different subset of the
⌈
Kr

K′r

⌉
receive antenna subsets. The duration between consecutive training symbols in each
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Npf = 2 post-selection pilots. In the figure, the pilot and data symbols
are represented by grey and white cells, respectively).
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round is Tp , αTos, where α =
⌈
Tsw
Tos

⌉
+ 1 with Tsw and Tos denote antenna switching

time and OFDM symbol duration, respectively. Therefore, the duration between two

consecutive training symbols transmitted in two consecutive rounds of transmission

for each of the
⌈
Kr

K′r

⌉
antenna subsets is Tr ,

⌈
Kr

K′r

⌉
Tp = α

⌈
Kr

K′r

⌉
Tos. In the first

round, each transmitted pilot is received by a different subset of antennas at times

m ∈
(⌈

kr
K′r

⌉
− 1
)
Tp for kr = 1, 2, . . . , Kr. In the second round, each transmitted pilot

is received by a different subset of antennas at times m ∈
((⌈

kr
K′r

⌉
− 1
)
Tp + Tr

)
for

kr = 1, 2, . . . , Kr, and so on. Thus AE kr receives Nps AS OFDM training pilots at

times m ∈ T krps , where

T krps =

{[(⌈
kr

K ′r

⌉
− 1

)
Tp + (nps − 1)Tr

] ∣∣ nps = 1, . . . , Nps

}
=

{
α

((⌈
kr

K ′r

⌉
− 1

)
+ (nps − 1)

⌈
Kr

K ′r

⌉)
Tos

∣∣ nps = 1, . . . , Nps

}
,

{
α

[(⌈
kr

K ′r

⌉
− 1

)
+ (nps − 1)

⌈
Kr

K ′r

⌉] ∣∣ nps = 1, . . . , Nps

}
(5.5)

for kr = 1, 2, . . . , Kr, where in the last step, discrete-time notation is adopted.

From (5.4), the received symbol on the qth pilot subcarrier, for q = 0, 1, . . . , Nsc − 1,

can be written as

ykr [m, q] = gkr [m, q] pkr [m, q] + zkr [m, q] , m ∈ T krps (5.6)

where pkr [m, q] is the pilot modulating the qth tone during the mth OFDM training

symbol. From the observations on each subcarrier {ykr [m, q] |m ∈ T krps }, Slepian chan-

nel prediction for each subcarrier of every AE is performed over the pilot-assisted data

transmission phase Ipadt to obtain a prediction of the frequency-domain channel seen
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by the data in the qth subcarrier {ĝSP
kr

[m, q] | m ∈ Ipadt}. Based on {{ĝSP
kr

[m, q] |m ∈

Ipadt}Nsc−1
q=0 }Kr

kr=1 the receiver then selects and connects the received subset of anten-

nas S =
{

AE ι̂1, . . . ,AE ι̂K′r
}

to the RF chains for a duration of Tp − Tos. There-

fore, the AS training phase spans the discrete times Iast = {0, 1, . . . ,M − 1}, where

M , α
⌈
Kr

K′r

⌉
Nps.

Pilot-Assisted Data Transmission Phase

The pilot-assisted data transmission phase spans the discrete times Ipadt = {M, . . . ,M+

N − 1} where the transmitter sends out a length-N , Ndf +Npf OFDM packet con-

taining Ndf and Npf OFDM data and pilot symbols, respectively. The Npf OFDM

pilot symbols are uniformly spread over the packet as

Ppf ,

{⌊
(npf − 1)

(
N

Npf

)
+

1

2

(
N

Npf

)⌋ ∣∣npf = 1, . . . , Npf

}
=

{⌊
(2npf − 1)N

2Npf

⌋ ∣∣npf = 1, . . . , Npf

}
. (5.7)

The received signal yι̂kr [m] ,
[
yι̂kr [m, 0] , . . . , yι̂kr [m,Nsc − 1]

]T
at each selected

AE ι̂kr for kr = 1, 2, . . . , K ′r has the form

yι̂kr [m] =


gι̂kr [m]pι̂kr [m] + zι̂kr [m] , m ∈ Ipadt\Tpf

gι̂kr [m]dι̂kr [m] + zι̂kr [m] , m ∈ Tpf

(5.8)

where pι̂kr [m] ,
[
pι̂kr [m, 0] , . . . , pι̂kr [m,Nsc − 1]

]T
denotes the Nsc × 1 pilot vector

and dι̂kr [m] ,
[
dι̂kr [m, 0] , . . . , dι̂kr [m,Nsc − 1]

]T
is the Nsc × 1 data symbol vector.

In (5.8), A\B denotes the relative complement of A in B, i.e., the set that contains

all those elements of A that are not in B. From (5.7) and since the AS training phase
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spans the discrete times Iast = {0, 1, . . . ,M − 1}, the Npf OFDM post-selection pilot

symbols are thus received by the selected AEs at times m ∈ Tpf, where

Tpf ,

{
M − 1 +

⌊
(2npf − 1)N

2Npf

⌋ ∣∣npf = 1, . . . , Npf

}
. (5.9)

Thus, in total, Ntp , Nps +Npf OFDM training symbols are received by the selected

AEs at times

T
ι̂kr
tp = T ι̂krps ∪ Tpf (5.10)

where T
ι̂kr
ps and Tpf are given in (5.5) and (5.9), respectively. From these Ntp OFDM

training symbols refined frequency-domain channel gain estimates
{{
ĝSE
ι̂kr

[m, q] |m ∈

Ipadt\Tpf

}Nsc−1

q=0

}K′r
kr=1

are obtained to decode data.

5.3 Receive Antenna Subset Selection Algorithm

In this section, a receive antenna subset selection algorithm for SIMO OFDM-based

systems equipped with Kr receive antennas out of which only K ′r antennas are se-

lected for time-varying frequency-selective channels for per-packet switching is first

presented. The method is then extended to accommodate MIMO OFDM-based sys-

tems in Sec. 5.3.1.

In short, the AS training phase is formed by sending Nps OFDM training symbols,

each with Nsc pilot tones, to each of the
⌈
Kr

K′r

⌉
antenna subsets. To perform antenna

subset selection, frequency-domain channel prediction for each OFDM subcarrier over

the data transmission phase is needed since the CSI, obtained from the observations

over the AS training pilots, becomes outdated at the receiver. However, these same

observations can be used to perform Slepian channel prediction on each subcarrier
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for every AE. Each subcarrier experiences time-varying frequency-flat fading. As

mentioned above, the rate of channel time variation on each subcarrier is upper

bounded by the maximum normalized Doppler frequency νmax. The orthonormal

Slepian sequences, which are bandlimited by νmax, are used as basis functions to

predict the time-varying frequency-flat channel for each subcarrier. Selection is then

performed based on the predicted frequency-domain channel gains. After selection,

a packet consisting of N = Npf + Ndf OFDM symbols is transmitted with Ndf data

symbols and Npf post-selection pilot symbols to the selected AEs. The Ntp = Nps +

Npf are used to obtain refined frequency-domain channel gain estimates for every

subcarrier of the selected antennas over the data transmission phase for data decoding.

The algorithm comprises the following steps, which are conducted following an AS

request:

1. Every antenna subset of the
⌈
Kr

K′r

⌉
is trained using Nps OFDM training symbols,

each with Nsc pilot tones. The spacing between consecutive OFDM training

symbols transmitted for each of the
⌈
Kr

K′r

⌉
is Tr = α

⌈
Kr

K′r

⌉
Tos, where Tos is the

OFDM symbol duration. To keep the AS training phase as short as possible, α

is chosen as α =
⌈
Tsw
Tos

⌉
+ 1 = 2 since the switching time Tsw � Tos.

2. The receiver then:

(a) Performs frequency-domain channel prediction over the data time slots

Ipadt\Tpf for each subcarrier of every AE via

ĝSP
kr [m, q] = fT [m] ĉkr [q] =

D−1∑
d=0

ĉkr,d [q]ud [m] , m ∈ Ipadt\Tpf (5.11)
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for q = 0, 1, . . . , Nsc−1 and kr = 1, 2, . . . , Kr, and D is the subspace dimen-

sion, i.e., number of basis functions. In (5.11), f [m] , [u0 [m] , . . . , uD−1 [m]]T

contains the D extensions {ud [m] |m ∈ Ipadt\Tpf}D−1
d=0 of the orthonormal

Slepian sequences of length-M {ud [m] |m ∈ Iast}M−1
d=0 over the data trans-

mission phase Ipadt\Tpf. As described in more detail in Chapter 2, the

Slepian sequences {ud [m] |m ∈ Iast}M−1
d=0 are the restrictions in time of the

(infinite) discrete prolate spheroidal (DPS) sequences {ud [m] |m ∈ Z}M−1
d=0

on the AS training time interval Iast = {0, . . . ,M − 1}. The dth Slepian

sequence vector of size M × 1 ud [m] , [ud [0] , . . . , ud [M − 1]]T is the

dth eigenvector of the M × M matrix A with (a, b) entry defined as

[A]a,b = sin[2πνmax(a−b)]
π(a−b) , for a, b = 0, 1, . . . ,M − 1 corresponding to eigenval-

ues λ0 ≥ λ1 ≥ . . . ≥ λM−1. The D extensions {ud [m] |m ∈ Ipadt\Tpf}D−1
d=0

of the orthonormal Slepian sequences can be calculated from

ud [m] =
1

λd

M−1∑
m′=0

sin [2πνmax (m′ −m)]

π (m′ −m)
ud [m′] , m ∈ Ipadt\Tpf. (5.12)

We refer to Chapter 2 for more details on DPS basis expansion models for

channel prediction and estimation. In (5.11), ĉkr [q] , [ĉkr,0[q], . . . , ĉkr,D−1[q]]T

comprises the basis expansion coefficients for subcarrier q, and is given by

ĉkr [q] =
( ∑
m∈Tkrps

f [m]f † [m] |pkr [m, q]|2
)−1

∑
m∈Tkrps

ykr [m, q] p∗kr [m, q]f ∗ [m]

(5.13)

where (·)∗ and (·)† denote complex conjugate and complex conjugate trans-

pose, respectively.
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(b) Selects its receive antenna subset S =
{

AE ι̂1, . . . ,AE ι̂K′r
}

which contains

the first K ′r order statistics of

{
M+N−1∑
m=M

(m 6=Tpf)

Nsc−1∑
q=0

∣∣ĝSP
kr

[m, q]
∣∣2}Kr

kr=1

, where the

frequency-domain predicted channel gains {ĝSP
kr

[m, q]} are given in (5.11).

3. The transmitter sends out a length-N , Npf +Ndf OFDM packet in which Npf

OFDM pilot symbols, each with Nsc pilot tones, are time multiplexed with Ndf

OFDM data symbols as (5.7). The packet is received by the subset of antennas

S =
{

AE ι̂1, . . . ,AE ι̂K′r
}

.

4. Refined frequency-domain channel gain estimates for all subcarriers of the se-

lected AEs are obtained as

ĝSE
ι̂kr

[m, q] = fT [m] ĉι̂kr [q] =
D−1∑
d=0

ĉι̂kr ,d [q]ud [m] , m ∈ Ipadt\Tpf (5.14)

where the basis functions {ud [m] |m ∈ Ipadt\Tpf}D−1
d=0 are a subset over Ipadt\Tpf

of the complete length-(M +N) Slepian sequences {ud [m] |m ∈ IAS}D−1
d=0 over

the AS cycle interval IAS = {0, . . . ,M +N − 1}. ĉι̂kr [q] , [ĉι̂kr ,0[q], . . . , ĉι̂kr ,D−1[q]]T

can be calculated from (5.13) (with T
ι̂kr
tp replacing T krps ).

We note that to determine the subspace dimension D, the method of Sec. 3.3.3 in

Chapter 3 is used, i.e., Eq. (3.32).

A summary of the above receive antenna subset selection algorithm for SIMO

OFDM-based systems for time-varying frequency-selective channels is presented in

Table 5.1.
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Table 5.1: A K ′r out of Kr receive AS algorithm for SIMO OFDM-based systems for
time-varying frequency-selective channels.

1) The transmitter sends out dKr

K′r
eNps OFDM training symbols in Nps

rounds of transmission at times m ∈ {T 1
ps ∪ . . . ∪ TKr

ps } using (5.5).
2) The receiver calculates {ĝSP

kr
[m, q]} for kr = 1, 2, . . . , Kr and

q = 0, 1, . . . , Nsc − 1 using (5.11).
3) The receiver selects

{
AE ι̂1, . . . ,AE ι̂K′r

}
corresponding to the first K ′r

order statistics of

{
M+N−1∑
m=M

(m6=Tpf)

Nsc−1∑
q=0

∣∣ĝSP
kr

[m, q]
∣∣2}Kr

kr=1

.

4) The transmitter sends out a length-N OFDM packet consisting of Npf

pilot symbols time multiplexed with Ndf data symbols as (5.7).
5) The receiver calculates {ĝSE

ι̂kr
[m, q]} for kr = 1, 2, . . . , K ′r and

q = 0, 1, . . . , Nsc − 1 using (5.14) for data decoding.

5.3.1 Extension to MIMO OFDM

In this section, we extend the above algorithm to accommodate MIMO OFDM-

based spatial multiplexing systems for time-varying frequency-selective for per-packet

switching. A description of the considered system model is first presented, and the

algorithm is described next.

MIMO OFDM-based Spatial Multiplexing Model

Consider an Nsc subcarrier frequency MIMO OFDM-based spatial multiplexing sys-

tem employing Kt transmit antennas and Kr receive antennas (Kr ≥ Kt). The sym-

bols for each AE are OFDM modulated using an Nsc-point inverse fast Fourier trans-

form (IFFT) as illustrated in Fig. 5.3. The discrete time-domain channel responses

have delayed multipath L taps as

H [m, `′] ,
L−1∑
`=0

√
P [`]W` [m] δ [`′ − `] (5.15)
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Figure 5.3: MIMO OFDM-based system model with receive antenna subset selection,
for all the Nsc subcarriers, in time-varying frequency-selective fading.

where P [`] for ` = 0, . . . , L−1 represents the channel power delay profile and W` [m]

denote the Kr ×Kt discrete-time channel matrix for the `th tap. It is given by

W` [m] =


w

(`)
1,1 [m] . . . w

(`)
1,Kt

[m]

...
. . .

...

w
(`)
Kr,1

[m] . . . w
(`)
Kr,Kt

[m]

 (5.16)
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where w
(`)
kr,kt

[m] represents the `th tap channel associated with the kr receive antenna

and the kt transmit antenna at time m. The cyclic prefix in each OFDM symbol is

sufficiently long to suppress any possible ISI caused by the multipath propagation.

At the receiver, OFDM demodulation is performed at each receive antenna using an

Nsc-point fast Fourier transform (FFT), the frequency-domain input-output model

for OFDM-based spatial multiplexing can thus be expressed as

y [m, q] = G [m, q] s [m, q] + z [m, q] (5.17)

where y [m, q] , [y1 [m, q] , . . . , yKr [m, q]]T is the Kr × 1 received signal vector at the

qth OFDM tone in the mth OFDM symbol, with ykr [m, q] the received symbol on

the qth tone during the mth OFDM symbol at receive AE kr for kr = 1, 2, . . . , Kr.

In (5.17), s [m, q] , [s1 [m, q] , . . . , sKt [m, q]]T is the Kt × 1 transmitted signal vector

at the qth OFDM tone in the mth OFDM symbol, with skt [m, q] the transmitted

symbol on the qth tone during the mth OFDM symbol from transmit AE kt for kt =

1, 2, . . . , Kt. All modulated signals have unit average power, i.e., E
[
s† [m, q] s [m, q]

]
=

1 ∀ m, q. In (5.17), z [m, q] , [z1 [m, q] , . . . , zKr [m, q]]T is the Kr × 1 additive noise

vector with zero-mean and covariance NoIKr , where IKr the identity matrix of size Kr.

The Kr×Kt frequency-domain time-varying channel matrix G [m, q] for subcarrier q

is given by

G [m, q] =
L−1∑
`=0

H [m, `] exp

(
−j 2πq`

Nsc

)
(5.18)

for q = 0, . . . , Nsc − 1.
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Receive Antenna Selection Algorithm for MIMO OFDM Systems

The above algorithm is converted to accommodate MIMO OFDM-based systems with

Kt transmit and Kr receive antennas (Kr ≥ Kt) out of which only K ′r (Kt ≤ K ′r < Kr)

receive antennas are selected, as shown in Fig. 5.3, as follows: In the training phase,

in total, Kt

(⌈
Kr

K′r

⌉
Nps

)
OFDM training symbols are transmitted in Nps rounds of

transmission. In each round, Kt OFDM AS training symbols are transmitted dis-

jointly in time from the Kt transmit AEs to each of the
⌈
Kr

K′r

⌉
subsets of antennas.

This means that AEs 2, . . . , Kt do not transmit while AE 1 transmits its first OFDM

pilot symbols to the first subset of antennas. Similarly, AEs 1, 3, . . . , Kt do not trans-

mit while AE 2 transmits its first pilot symbols to the same first subset of antennas,

and so on. In a manner similar to the SIMO case discussed previously, the duration

between consecutive training symbols transmitted from AE kt and AE kt + 1 in each

round to the same subset of antennas is Tp = αTos. Therefore, the duration between

two consecutive training symbols transmitted from AE kt in consecutive rounds of

transmission to the same subset of antennas is Tr = Kt

⌈
Kr

K′r

⌉
Tp = αKt

⌈
Kr

K′r

⌉
Tos. Thus

AE kr receives Nps AS OFDM training pilots from transmit AE kt at times m ∈ T kr,ktps ,

where

T kr,ktps =

{((⌈ kr

K ′r

⌉
− 1
)
KtTp + (kt − 1)Tp + (nps − 1)Tr

) ∣∣ nps = 1, . . . , Nps

}
=

{
α

((⌈ kr

K ′r

⌉
− 1
)
Kt + (kt − 1) + (nps − 1)Kt

⌈
Kr

K ′r

⌉)
Tos

∣∣ 1 ≤ nps ≤ Nps

}
,

{
α

[( ⌈ kr

K ′r

⌉
− 1
)
Kt + (kt − 1) + (nps − 1)Kt

⌈
Kr

K ′r

⌉ ] ∣∣nps = 1, . . . , Nps

}
(5.19)
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for kt = 1, . . . , Kt and kr = 1, . . . , Kr, where in the last step, discrete-time notation is

adopted. The AS training phase thus spans the discrete time Iast = {0, 1, . . . ,M−1},

where M = αKtNps

⌈
Kr

K′r

⌉
. In Step 2(a) of the previously described receive antenna

subset selection algorithm, the receiver uses these AS pilot symbols to predict the

frequency-domain channel gains {gkr,kt [m, q]} for every subcarrier of transmit AE kt

and receive AE kr via

ĝSP
kr,kt [m, q] = fT [m] ĉkr,kt [q] =

D−1∑
d=0

ĉkr,ktd [q]ud [m] , m ∈ Ipadt\
(
T ktpf ∪ P

kt
nt

)
(5.20)

where Pktnt and T ktpf are given in (5.24) and (5.25), respectively. ĉkr,kt [q] ,
[
ĉkr,kt0 [q], . . . ,

ĉkr,ktD−1[q]
]T

includes the basis expansion coefficients for subcarrier q. It is given by

ĉkr,kt [q] =
( ∑
m∈Tkr,ktps

f [m]f † [m] |pkr,kt [m, q]|2
)−1

×
∑

m∈Tkr,ktps

ykr,kt [m, q] p∗kr,kt [m, q]f ∗ [m] (5.21)

where pkr,kt [m, q] is the unit average energy pilot modulating the qth tone during the

mth OFDM symbol transmitted from AE kt to receive AE kr. In (5.21), ykr,kt [m, q]

is the received training symbol on the qth pilot subcarrier given by

ykr,kt [m, q] = gkr,kt [m, q] pkr,kt [m, q] + zkr,kt [m, q] , m ∈ T kr,ktps . (5.22)

In Step 2(b) of the previously described algorithm, the receiver selects its receive

subset of antennas {AE ι̂1, . . . ,AE ι̂K′r} which contains the first K ′r order statistics
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of

{
Kt∑
kt=1

(
M+N−1∑
m=M

(m6=Tktpf ∪P
kt
nt )

Nsc−1∑
q=0

∣∣ĝSP
kr,kt

[m, q]
∣∣2)}Kr

kr=1

. In Step 3, in the data transmission

each transmit AE sends out a length-N = Ndf +Npf +Nnt OFDM packet containing

Ndf OFDM data symbols and Npf OFDM pilot symbols with Nnt , (Kt − 1)Npf no-

transmission taking place. This is because the OFDM pilot symbols are transmitted

disjointly in time from the transmit AEs to the selected subset of antennas. The

symbol locations in the packet that carry the OFDM post-selection pilots are given

by

Pktpf ,

{⌊
(2npf − 1)N

2Npf

⌋
+ (kt − 1)

∣∣npf = 1, . . . , Npf

}
(5.23)

for 1 ≤ kt ≤ Kt. The no-transmission positions in the packet for transmit AE kt are

given by

Pktnt ,
(
P1

pf ∪ . . . ∪ PKt
pf

)
\Pktpf . (5.24)

Since the AS training phase spans the discrete time Iast = {0, 1, . . . ,M − 1} with

M = αKtNps

⌈
Kr

K′r

⌉
, the Npf OFDM post-selection pilot symbols are thus received by

the selected AEs at times m ∈ T ktpf for kt = 1, . . . , Kt, where

T ktpf ,

{
M − 1 +

⌊
(2npf − 1)N

2Npf

⌋
+ (kt − 1)

∣∣npf = 1, . . . , Npf

}
. (5.25)

Thus, in total, Ntp = Nps +Npf OFDM training symbols are received by the selected

AEs at times

T
ι̂kr ,kt
tp = T ι̂kr ,ktps ∪ T ktpf , kr = 1, . . . , K ′r (5.26)
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where T
ι̂kr ,kt
ps and T ktpf are given in (5.19) and (5.25), respectively. From these Ntp

OFDM training symbols refined frequency-domain channel gain estimates {ĝSE
ι̂kr ,kt

[m, q] |

m ∈ Ipadt\(T ktpf ∪ P
kt
nt )}Nsc−1

q=0 are obtained to decode data as

ĝSE
ι̂kr ,kt

[m, q] = fT [m] ĉι̂kr ,kt [q] =
D−1∑
d=0

ĉ
ι̂kr ,kt
d [q]ud [m] , m ∈ Ipadt\

(
T ktpf ∪ P

kt
nt

)
(5.27)

where ĉι̂kr ,kt [q] ,
[
ĉ
ι̂kr ,kt
0 [q], . . . , ĉ

ι̂kr ,kt
D−1 [q]

]T
in (5.27) can be calculated from (5.21)

(with T
ι̂kr ,kt
tp replacing T kr,ktps ). The pilot-assisted data transmission phase thus spans

the discrete time Ipadt = {M,M + 1, . . . ,M +N − 1}, where M = αKtNps

⌈
Kr

K′r

⌉
and

N = Ndf +Npf +Nnt.

We note that the method of Sec. 3.3.3 in Chapter 3 is used, i.e., Eq. (3.32) to

determine the subspace dimension D. A summary is given in Table 5.2.

Table 5.2: A K ′r out of Kr receive antenna subset selection algorithm for MIMO
OFDM systems for time-varying frequency-selective channels.

1) The transmitter, equipped with Kt antennas, sends out Kt(dKr

K′r
eNps) OFDM

training symbols in Nps rounds of transmission at times m ∈ T kr,ktps for
kr = 1, . . . , Kr and kt = 1, . . . , Kt using (5.19).

2) The receiver calculates {ĝSP
kr,kt

[m, q]} for kr = 1, . . . , Kr, kt = 1, . . . , Kt,
and q = 0, 1, . . . , Nsc − 1 using (5.20).

3) The receiver selects
{

AE ι̂1, . . . ,AE ι̂K′r
}

corresponding to the first K ′r

order statistics of

{
Kt∑
kt=1

(
M+N−1∑
m=M

(m 6=Tktpf ∪P
kt
nt )

Nsc−1∑
q=0

∣∣ĝSP
kr,kt

[m, q]
∣∣2)}Kr

kr=1

.

4) Each transmit AE sends out a length-N = Ndf +Npf +Nnt OFDM packet
consisting of Ndf and Npf OFDM data and pilot symbols, respectively, in
which for Nnt = (Kt − 1)Npf symbols, no transmission of information is
taking place.

5) The receiver calculates {ĝSE
ι̂kr ,kt

[m, q]} for kr = 1, 2, . . . , K ′r, kt = 1, . . . , Kt,

and q = 0, 1, . . . , Nsc − 1 using (5.27) for data decoding.
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5.4 Simulations

We now present numerical results to gain insight into the performance of the presented

AS methods for time-varying frequency-selective channels. In the sequel, a system

with Kt transmit and Kr receive antennas is denoted as Kt×Kr, while a system with

Kt transmit and Kr receive antennas out of which only K ′r are selected is denoted

as Kt × (K ′r;Kr). Unless otherwise stated, the simulation parameters are as follows:

1× (1;Kr) SISO, 1× (K ′r;Kr) SIMO, and 2× (K ′r;Kr) MIMO OFDM-based systems

are simulated. The basic unit of time for data transmission is one transmission

time interval (TTI) which is 1 ms long and consists of 12 OFDM symbols [2]. The

transmission bandwidth is 2.5 MHz, the sampling frequency fs = 3.84 MHz, and

the sampling time Ts = 1
fs

= 0.2604 µs. The number of subcarriers Nsc = 256

(FFT size is 256), spaced 15 KHz apart. The cyclic prefix has Ng = 64 samples

(16.67 µs). This results in an OFDM symbol duration of Tos = (Nsc +Ng)Ts = 83.33

µs. QPSK modulation is used [2]. At the receiver, the minimum mean-square error

(MMSE) linear equalizer is used to recover the transmitted data. Before an AS cycle

the Kt × (K ′r;Kr) simulated system can thus transmit data at KtNsc log2(M)
Tos

bits/s. For

example, the simulated 1 × (1;Kr) system can transmit data at 6.144 Mb/s over a

2.5 MHz channel, i.e., the spectral efficiency is 2.4576 b/s/Hz. The packet duration

is chosen to be 2 ms, i.e., 2 TTIs long. For SISO and SIMO systems, the packet

consists of N = Npf + Ndf = 24 OFDM symbols, in which Npf = 2 OFDM pilot

symbols are time-multiplexed with Ndf = 22 data OFDM symbols. As for MIMO

systems, it consists of Ndf and Npf OFDM data and pilot symbols, respectively, in

which for Nnt = (Kt − 1)Npf symbols, no transmission of information is taking place,

i.e., N = Ndf+Npf+Nnt. During an AS cycle, the described systems can transmit data
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at a rate of KtNscNdf log2(M)
(M+N)Tos

bits/s. For example, for Kt = 1, Kr = 2, K ′r = 1, α = 2, and

Nps = 2 the transmission efficiency is 1.899 b/s/Hz. The system operates at a carrier

frequency fc = 2 GHz. A user moves with velocity vmax = 20 km/h. This gives a

Doppler frequency of fD = 37.037 Hz and maximum normalized Doppler frequency

of νmax = 0.0031. The multipath channel exhibits a 6-tap typical urban (TU) power

delay profile [27], as defined in Table 5.3. It is among the most dispersive of typically

simulated channel profiles. The channel delay is quantized to the nearest multiple of

0.2604 µs, as shown in Fig. 5.4, since the system sampling rate is 3.84 mega-samples

per second. A Rayleigh fading channel with Clarke’s Doppler spectrum for each tap

Table 5.3: The COST 207 6-tap typical urban (TU) channel model

Tap number 1 2 3 4 5 6
Delay (µs) 0 0.2 0.5 1.6 2.3 5.0
Fractional power 0.19 0.38 0.24 0.09 0.06 0.04
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Figure 5.4: (Quantized) 6-tap typical urban (TU) power-delay profile (PDP).
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is used [18]. The complex channel of the `th resolvable multipath component between

the krth receive and ktth transmit antennas is thus given by [18,27]

w
(`)
kr,kt

[m] =

Npath∑
npath=0

a
(`),npath

kr,kt
exp

(
j2πν

(`),npath

kr,kt
m
)

(5.28)

where the number of propagation paths composing each resolvable path is set to

Npath = 20. a
(`),npath

kr,kt
= 1√

Npath

exp(jψ
(`),npath

kr,kt
) with phase angles ψ

(`),npath

kr,kt
uniformly

distributed over [−π π). The Doppler shifts ν
(`),npath

kr,kt
= νmax cos(α

(`),npath

kr,kt
) with angles

of incidence α
(`),npath

kr,kt
uniformly distributed in [−π π). The path parameters {a(`),npath

kr,kt
}

and {ν(`),npath

kr,kt
} are modelled as independent and identically distributed [18]. They

are assumed constant over an AS cycle but change independently from cycle to cycle.

The bit error rates (BER) of the proposed AS algorithms in Sec. 5.3 are pre-

sented next. For comparison, the BER performance of systems employing AS us-

ing linear interpolation/extrapolation [23, 31] and orthogonal Fourier based chan-

nel estimation/prediction methods [100] are also reported. Detailed descriptions of

these techniques are given in Chapter 2. We now summarize the linear extrapola-

tion/interpolation method for SIMO systems.

Using the frequency-domain channel gain estimates {g̃kr [m, q] |m ∈ T krps } obtained

from the observations over the AS training pilots at times m ∈ T krps in (5.6), linear

extrapolation for each subcarrier is then carried out to obtain the frequency-domain

channel gain estimates {ĝLE
kr

[m, q] |m ∈ Ipadt} over the data phase as

ĝLE
kr [m, q] = βkr,1 [q]m+ βkr,2 [q] , m ∈ Ipadt (5.29)

where the 2 × 1 vector βkr [q] , [βkr,1 [q] βkr,2 [q]]T contains the coefficients of the
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linear model. It is given by

βkr [q] =
(
V T

krV kr

)−1
V T

kr g̃kr [q] (5.30)

where the Nps×1 vector g̃kr [q] contains the frequency-domain channel gain estimates

obtained from the observations over the training pilots at times m ∈ T krps . Its Nps

entries {g̃kr [m, q]} for q = 0, . . . , Nsc − 1 can be obtained from (5.6) as

g̃kr [m, q] = ykr [m, q] p∗kr [m, q] , gkr [m, q] + en
kr [m, q] , m ∈ T krps (5.31)

where en
kr

[m, q] , zkr [m, q] p∗kr [m, q] is the the frequency-domain channel estimation

error resulting from the AWGN. In (5.30), the Nps × 2 matrix V kr is given by

V kr =


T krps [1] 1

...
...

T krps [Nps] 1

 (5.32)

where T krps [nps] for nps = 1, . . . , Nps is the npsth element of T krps in (5.5).

We note that the refined frequency-domain channel gain estimates {ĝLIE
ι̂kr

[m, q] |m ∈

Ipadt} for the selected AEs {ι̂kr}
K′r
kr=1, which are estimated using linear interpolation

and extrapolation, can be obtained from (5.29)-(5.32) by replacing superscript (·)LE

by (·)LIE and T krps by T
ι̂kr
tp . Note that V ι̂kr

and g̃ι̂kr [q] are of sizes Ntp× 2 and Ntp× 1,

respectively, since Ntp = Npf +Nps observations from pilots are used in this case.
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5.4.1 SISO Systems

The BER of the proposed receive AS method in Sec. 5.3 for 1× (1; 2) and 1× (1; 4)

systems are shown in Figs. 5.5 and 5.6, respectively. We note that the frequency-

domain predicted channel gains
{
ĝSP
kr

[m, q]
}Kr

kr=1
are used for AE selection, while the

refined frequency-domain channel gain estimates
{
ĝSE
ι̂ [m, q]

}
for the single selected

AE ι̂ are used for data decoding. For comparison, we also show the BER performance

of (i) 1 × (1; 2) and 1 × (1; 4) systems with perfect CSI and AS according to Step

2(b) in Sec. 5.3
(
with gkr [m, q] replacing ĝSP

kr
[m, q]

)
, (ii) a 1× 1 system with perfect

CSI, (iii) 1 × (1; 2) and 1 × (1; 4) systems employing AS based on Fourier channel

prediction method according to Step 2(b) in Sec. 5.3, with the refined channel gain

estimates obtained from Fourier based channel estimation used for data decoding, (iv)

1× (1; 2) and 1× (1; 4) systems employing AS based on linear channel extrapolation

as Step 2(b) in Sec. 5.3, with the refined channel gain estimates obtained from linear

channel interpolation used for data decoding, (v) 1 × (1; 2) and 1 × (1; 4) systems

employing Slepian channel prediction and AS according to Step 2 (b) in Sec. 5.3,

with the frequency-domain predicted channel gains
{
ĝSP
kr

[m, q]
}

used not only for

selection but also for data decoding, and (vi) a 1 × 1 system employing Slepian

channel prediction. It can be observed that the BER performance of the 1 × (1; 4)

system employing the proposed AS algorithm achieves the same performance as a

1 × 1 system with perfect CSI. The proposed 1 × (1; 2) and 1 × (1; 4) systems also

outperform the same 1 × (1; 2) and 1 × (1; 4) systems employing AS with linear

interpolation/extrapolation method. For instance, the proposed 1×(1; 2) and 1×(1; 4)

systems achieve SNR performance gains of about 1 dB and 0.5 dB over the 1× (1; 2)

and 1 × (1; 4) systems employing AS with linear interpolation/extrapolation at a
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Figure 5.5: BER performance of the proposed AS algorithm for a 1× (1; 2) OFDM-
based system when the user velocity vmax = 20 Km/h, corresponding to a
maximum normalized Doppler frequency νmax = 0.0031. (QPSK, packet
length N = 24, Npf = 2 post-selection pilots, Ndf = 22 data symbols, and
Nps = 2 AS training pilots, Tp = 2Tos).

BER = 10−2, respectively. Also, error floors exist at moderate to high SNR for

the 1 × (1; 2) and 1 × (1; 4) systems employing AS with the Fourier basis expansion

method [100]. We note that the performance of the proposed 1× (1; 2) and 1× (1; 4)

systems are about 2 dB and 2.5 dB worse than 1 × (1; 2) and 1 × (1; 4) systems

employing AS with perfect CSI at BER of 10−3, respectively.

Fig. 5.7 shows the effect of increasing the Doppler rate on the BER performance of

the proposed AS algorithm for a 1× (1; 4) system when the user velocity is increased

to vmax = 80 km/h corresponding to a Doppler frequency of fD = 148.148 Hz and

a maximum normalized Doppler frequency of νmax = 0.0123. Inspection of Figs. 5.6

and 5.7 reveals that a 0.0092 increase in Doppler frequency (i.e., a 296.78% increase)

incurs a loss of approximately 2.5 dB in SNR at a BER of 10−3 for the 1×(1; 4) system
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1 × (1;4) proposed AS algorithm

1 × 1 perfect CSI

1 × (1;4) perfect CSI & AS

1 × (1;4) linear interpolation & AS

1 × (1;4) Fourier & AS

1 × 1 Slepian prediction

1 × (1;4) Slepian prediction & AS

Figure 5.6: BER performance of the proposed AS algorithm for a 1× (1; 4) OFDM-
based system when the user velocity vmax = 20 Km/h, corresponding to a
maximum normalized Doppler frequency νmax = 0.0031. (QPSK, packet
length N = 24, Npf = 2 post-selection pilots, Ndf = 22 data symbols, and
Nps = 2 AS training pilots, Tp = 2Tos).

employing the proposed AS algorithm. The same proposed system outperforms the

1×(1; 4) system using AS method based on linear interpolation/extrapolation at high

SNR levels (> 25 dB). It can also be observed that the performance of the proposed

1× (1; 4) system is about 1 dB and 4 dB worse than the 1× 1 and 1× (1; 4) systems

with perfect CSI at a BER of 10−2, respectively.

Next, we consider the effect of the packet length on the BER performance of

the proposed receive AS algorithm. Fig. 5.8 illustrates the BER performance of the

proposed receive AS algorithm for a 1 × (1; 4) system when the packet duration is

increased to 3 ms, i.e, it consists of 36 OFDM symbols. The maximum normalized

Doppler frequency is kept νmax = 0.0123 as in Fig. 5.7. It can be noticed that the

1× (1; 4) systems using AS methods based on linear interpolation/extrapolation and
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1 × (1;4) proposed AS algorithm

1 × 1 perfect CSI

1 × (1;4) perfect CSI & AS

1 × (1;4) linear interpolation & AS

1 × (1;4) Fourier & AS

1 × 1 Slepian prediction

1 × (1;4) Slepian prediction & AS

Figure 5.7: BER performance of the proposed AS algorithm for a 1× (1; 4) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding to a
maximum normalized Doppler frequency νmax = 0.0123. (QPSK, packet
length N = 24, Npf = 2 post-selection pilots, Ndf = 22 data symbols, and
Nps = 2 AS training pilots, Tp = 2Tos).

orthogonal Fourier based prediction/estimation suffer from an irreducible error floor

at high SNR levels. In contrast, the same 1× (1; 4) proposed system does not exhibit

a BER floor. It can be noticed that the performance of the proposed 1× (1; 4) system

is about 5 dB worse than that of 1× (1; 4) system employing AS with perfect CSI at

a BER of 10−2.

Finally, note from Figs. 5.5-5.7 that the BER of 1× (1; 4) systems employing the

proposed AS algorithm is more than one order of magnitude lower than that of 1× 1

systems with no AS, which also use one antenna for reception, at SNR = 30 dB.



5.4. SIMULATIONS 135

0 5 10 15 20 25 30
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0

B
it
 e

rr
o

r 
ra

te
 (

B
E

R
)
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1 × 1 perfect CSI

1 × (1;4) perfect CSI & AS

1 × (1;4) linear interpolation & AS

1 × (1;4) Fourier & AS

1 × 1 Slepian prediction

1 × (1;4) Slepian prediction & AS

Figure 5.8: BER performance of the proposed AS algorithm for a 1× (1; 4) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding to a
maximum normalized Doppler frequency νmax = 0.0123. (QPSK, packet
length N = 36, Npf = 2 post-selection pilots, Ndf = 34 data symbols, and
Nps = 2 AS training pilots, Tp = 2Tos).

5.4.2 SIMO Systems

The BER of the proposed receive AS algorithm for a 1 × (2; 6) system is shown in

Fig. 5.9. We note that the frequency-domain predicted channel gains
{
ĝSP
kr

[m, q]
}Kr

kr=1

are used for AEs selection, while the refined frequency-domain channel gain esti-

mates
{
ĝSE
ι̂1

[m, q] , ĝSE
ι̂2

[m, q]
}

for the selected subset of antennas S = {AE ι̂1,AE ι̂2}

are used for decoding. For comparison, we also show the BER performance of (i)

a 1 × (2; 6) system with perfect CSI and AS according to Step 2(b) in Sec. 5.3(
with gkr [m, q] replacing ĝSP

kr
[m, q]

)
, (ii) a 1×2 system with perfect CSI and maximum-

ratio combining (MRC), (iii) a 1 × (2; 6) system employing Fourier basis expansion

channel prediction and AS as Step 2(b) in Sec. 5.3, with the refined channel gain
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 1 × (2;6) proposed AS algorithm

1 × (2;6) perfect CSI & AS

1 × 2 Slepian prediction

1 × (2;6) Slepian prediction & AS

1 × (2;6) Fourier & AS

1 × 2 perfect CSI

1 × (2;6) linear interpolation & AS

Figure 5.9: BER performance of the proposed AS algorithm for a 1× (2; 6) OFDM-
based system when the user velocity vmax = 20 Km/h, corresponding to a
maximum normalized Doppler frequency νmax = 0.0031. (QPSK, packet
length N = 24, Npf = 2 post-selection pilots, Ndf = 22 data symbols, and
Nps = 2 AS training pilots, Tp = 2Tos).

estimates obtained using Fourier channel estimation used for data decoding, (iv) a

1× (2; 6) system employing linear extrapolation for prediction and AS as Step 2(b) in

Sec. 5.3, with the refined frequency-domain channel gain estimates obtained using lin-

ear interpolation are used to decode data, (v) a 1× (2; 6) system employing Slepian

channel prediction and AS according to Step 2(b) in Sec. 5.3, with the frequency-

domain predicted channel gains
{
ĝSP
kr

[m, q]
}

used not only for selection but also for

data decoding, and (vi) a 1×2 system employing Slepian basis expansion channel pre-

diction with MRC. Inspection of Fig. 5.9 reveals that the 1× (2; 6) system employing

the receive AS algorithm in Sec. 5.3 achieves the same BER performance as that of

the 1×2 system with perfect CSI and MRC. The same proposed 1×(2; 6) system out-

performs the 1× (2; 6) system employing AS with linear interpolation/extrapolation
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method. For instance, the 1 × (2; 6) system employing the proposed AS method

achieves SNR performance gains of about 2 dB and 1 dB over the same 1 × (2; 6)

system employing AS with linear interpolation/extrapolation method at BER = 10−2

and BER = 10−3, respectively. It can also be noticed that an error floor occurs at

moderate to high SNR for the 1×(2; 6) system employing AS with Fourier techniques.

Also, the proposed 1 × (2; 6) system is about 2 dB worse than the 1 × (2; 6) system

employing AS with perfect CSI.
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1 × (2;6) Fourier & AS

1 × 2 Slepian prediction

1 × (2;6) Slepian prediction & AS

1 × (2;6) proposed AS algorithm

1 × (2;6) linear interpolation & AS

Figure 5.10: BER performance of the proposed AS algorithm for a 1× (2; 6) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding
to a maximum normalized Doppler frequency νmax = 0.0123. (QPSK,
packet length N = 24, Npf = 2 post-selection pilots, Ndf = 22 data
symbols, and Nps = 2 AS training pilots, Tp = 2Tos).

Fig. 5.10 shows the effect of the Doppler frequency on the BER performance of

the proposed AS algorithm for a 1× (2; 6) system. The user velocity is increased to

vmax = 80 km/h. This gives a maximum normalized Doppler frequency of νmax =

0.0123. From Figs. 5.9 and 5.10, it can be noticed that a 0.0092 increase in Doppler
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frequency (i.e., a 296.78% increase) incurs a loss of approximately 2.5 dB in SNR at

a BER of 10−4 for the 1× (2; 6) system employing the proposed AS algorithm. Note

that the performance of the 1× (2; 6) system is about 2 dB and 5 dB worse than the

1× 2 system with perfect CSI and 1× (2; 6) system employing AS with perfect CSI

at a BER of 10−2, respectively.
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1 × 2 perfect CSI

1 × (2;6) perfect CSI & AS

1 × (2;6) linear interpolation & AS

1 × (2;6) Fourier & AS

1 × 2 Slepian prediction

1 × (2;6) Slepian prediction & AS

1 × (2;6) proposed AS algorithm

Figure 5.11: BER performance of the proposed AS algorithm for a 1× (2; 6) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding
to a maximum normalized Doppler frequency νmax = 0.0123. (QPSK,
packet length N = 36, Npf = 2 post-selection pilots, Ndf = 34 data
symbols, and Nps = 2 AS training pilots, Tp = 2Tos).

The effect of the packet length on the performance of the proposed receive AS

algorithm for the same 1× (2; 6) system is depicted in Fig. 5.11. The packet duration

is increased to 3 ms, i.e, it consists of 36 OFDM symbols. The maximum normalized

Doppler frequency is kept νmax = 0.0123 as in Fig. 5.10. From Figs. 5.10 and 5.11,

it can be observed that increasing the number of symbols in a packet by 12 (i.e., a

50% increase) incurs a loss of approximately 2.5 dB in SNR at a BER of 10−4 for
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2 × (2;4) Slepian prediction & AS

2 × 2 Slepian prediction

2 × (2;4) Fourier & AS

2 × (2;4) proposed AS algorithm

2 × (2;4) linear interpolation & AS

2 × 2 perfect CSI

2 × (2;4) perfect CSI & AS

Figure 5.12: BER performance of the proposed AS algorithm for a 2× (2; 4) OFDM-
based system when the user velocity vmax = 20 Km/h, corresponding
to a maximum normalized Doppler frequency νmax = 0.0031. (QPSK,
packet length N = 24, Npf = 2 post-selection pilots, Ndf = 20 data
symbols with Nnt = 2 no transmission, and Nps = 2 AS training pilots,
Tp = 2Tos).

the 1 × (2; 6) system employing the proposed AS algorithm. Also, an error floor

occurs at moderate to high SNR for the 1 × (2; 6) system employing AS with linear

interpolation/extrapolation technique. Finally, it can be noticed that the performance

of the 1× (2; 6) system is about 5 dB worse than the 1× (2; 6) system employing AS

with perfect CSI at a BER of 10−2.

Finally, note from Figs. 5.9-5.11 that the BER of the 1× (2; 6) system employing

the proposed AS algorithm is about two orders of magnitude lower than that of the

1× 2 system with no AS at SNR = 20 dB.
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5.4.3 MIMO Systems

The BER of the proposed receive AS algorithm for a 2 × (2; 4) system is shown in

Fig. 5.12. For comparison, we also show the BER performance of (i) a 2 × (2; 4)

system with perfect CSI and AS according to Sec. 5.3.1 (with gkr,kt [m, q] replacing

ĝSP
kr,kt

[m, q]), (ii) a 2× 2 system with perfect CSI, (iii) a 2× (2; 4) system employing

Fourier channel prediction and AS as in Sec. 5.3.1. The refined channel gain estimates

obtained using Fourier channel estimation are used for data decoding, (iv) a 2 ×

(2; 4) system employing linear extrapolation for channel prediction and AS as in

Sec. 5.3.1. The refined channel gain estimates obtained using linear interpolation and

extrapolation are used for data decoding, (v) a 2 × (2; 4) system employing Slepian

channel prediction and AS according to Sec. 5.3.1, with the predicted channel gains{
ĝSP
kr,kt

[m, q]
}

used not only for selection but also for data decoding, (vi) a 2×2 system

employing Slepian channel prediction. Inspection of Fig. 5.12 reveals that the BER

performance of the 2× (2; 4) system employing the receive AS algorithm proposed in

Sec. 5.3.1 approaches that of the 2× 2 system with perfect CSI. The same proposed

2× (2; 4) system is about 1 dB worse than the 2× (2; 4) system employing AS with

perfect CSI at BER = 10−2. Also, an error floor occurs at moderate to high SNR for

the 2× (2; 4) system employing AS with Fourier techniques.

The effects of the Doppler frequency and packet length on the BER performance

of the proposed AS algorithm for a 2× (2; 4) system are shown in Figs. 5.13 and 5.14,

respectively. The user moves with velocity vmax = 80 km/h and the packet length

is set to 36 OFDM symbols in Fig. 5.14. Inspection of Figs. 5.12 and 5.13, reveals

that a 0.0092 increase in Doppler frequency (i.e., a 296.78% increase) incurs a loss of

approximately 1.5 dB in SNR at a BER of 10−2 for the 2×(2; 4) system employing the



5.4. SIMULATIONS 141

0 5 10 15 20 25 30
10

−3

10
−2

10
−1

10
0

E
b
/N

0

B
it
 e

rr
o

r 
ra

te
 (

B
E

R
)

 

 

2 × (2;4) proposed AS algorithm

2 × 2 perfect CSI

2 × (2;4) perfect CSI & AS

2 × (2;4) linear interpolation & AS

2 × (2;4) Fourier & AS

2 × 2 Slepian prediction

2 × (2;4) Slepian prediction & AS

Figure 5.13: BER performance of the proposed AS algorithm for a 2× (2; 4) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding
to a maximum normalized Doppler frequency νmax = 0.0123. (QPSK,
packet length N = 24, Npf = 2 post-selection pilots, Ndf = 20 data
symbols with Nnt = 2 no transmission, and Nps = 2 AS training pilots,
Tp = 2Tos).

proposed AS algorithm. From Figs. 5.13 and 5.14, it can be observed that increasing

the number of symbols in a packet by 12 (i.e., a 50% increase) incurs a loss of 1 dB in

SNR at a BER of 10−2 for the proposed 2×(2; 4) system. An error floor exists at high

SNR for the 2 × (2; 4) system employing AS with linear interpolation/extrapolation

method. From Fig. 5.13 it can be observed that the performance of the proposed

2 × (2; 4) system is about 2 dB and 3 dB worse than the 2 × 2 system with perfect

CSI and 2×(2; 4) system employing AS with perfect CSI at BER of 10−2, respectively.

The same proposed 2× (2; 4) system is about 4 dB worse than the 2× (2; 4) system

employing AS with perfect CSI at BER of 10−2, as illustrated in Fig. 5.14.

Finally, note from Figs. 5.12-5.14 that the BER of the 2× (2; 4) system employing
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2 × (2;4) proposed AS algorithm

2 × 2 perfect CSI

2 × (2;4) perfect CSI & AS

2 × (2;4) linear interpolation & AS

2 × (2;4) Fourier & AS

2 × 2 Slepian prediction
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Figure 5.14: BER performance of the proposed AS algorithm for a 2× (2; 4) OFDM-
based system when the user velocity vmax = 80 Km/h, corresponding
to a maximum normalized Doppler frequency νmax = 0.0123. (QPSK,
packet length N = 36, Npf = 2 post-selection pilots, Ndf = 32 data
symbols with Nnt = 2 no transmission, and Nps = 2 AS training pilots,
Tp = 2Tos).

the proposed AS algorithm is about one order of magnitude lower than that of the

2× 2 system with no AS, which uses the same number of antennas for reception, at

SNR = 30 dB.

5.5 Conclusions

Motivated by the observations that (i) the majority of the existing studies on antenna

selection (AS) assume idealized quasi-static fading scenarios and/or perfect channel

knowledge, and (ii) to date only few studies exist that deal with training for AS, in

this chapter it is demonstrated that in realistic doubly-selective channels (time and

frequency selective) OFDM can be combined with AS and, a gain can be observed
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over OFDM systems with no AS using same number of antennas for reception. For

example, the QPSK bit error rate of a MIMO system with Kt = 2 transmit antennas

selecting K ′r = 2 out of Kr = 4 receive antennas using the proposed AS method

is about one order of magnitude lower than that of an OFDM system with no AS

but using also Kr = 2 receive antennas in channels with a normalized Doppler rate

of 0.0031 at SNR = 30 dB. Specifically, training methods for receive antenna selec-

tion for SIMO and MIMO OFDM systems are proposed and evaluated for Doppler

and delay spread fading channels using packet-rate antenna switching. The meth-

ods exploit the low training overhead and accuracy possible from the use of Slepian

basis expansion channel prediction and estimation techniques. It is also shown that

the presented methods provide performance gains for low and high Doppler rates

over OFDM systems employing AS based on linear interpolation/extrapolation and

orthogonal Fourier-based channel estimation/prediction techniques. For example, a

gain in excess of 5 dB in SNR is found for QPSK bit error rate of the proposed SIMO

system selecting K ′r = 2 out of Kr = 6 receive antennas in channels with a normalized

Doppler rate of 0.0123. It is also noticed that the proposed AS schemes achieve the

same performance as ideal systems with perfect CSI and no AS at the receiver.
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Chapter 6

Conclusions

In this chapter, conclusions are drawn based on the principal results of the previous

chapters. Some issues and recommendations for further research in this area are also

discussed.

6.1 Summary and Conclusions

Chapter 3 studies training methods for single carrier single input–multiple output

(SIMO) systems selecting one of a plurality of antennas for reception. Pilot-based

algorithms for time-varying Doppler fading channels using packet and symbol-rate

antenna switching are developed in Secs. 3.3.1 and 3.3.2, respectively. An approach

to determine the subspace dimension that reduces the mean square error (MSE) of the

Slepian basis expansion channel estimator/predictor is presented in Sec. 3.3.3. Ana-

lytical expressions for the symbol error probability (SEP) of MPSK for the proposed

schemes are provided, along with corresponding simulations. The SEP expressions

provide insight into the MPSK SEP of subcarriers for OFDM systems selecting the

same antenna for all subcarriers. Simulation results are presented to compare the

performance of the proposed AS schemes to that of orthogonal Fourier-based AS
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methods as well as single antenna systems with perfect channel knowledge. It is

found that the performance of the proposed AS scheme is superior to that of SISO

systems with perfect CSI. For example, for a 1× (1; 4) 4PSK system when the max-

imum normalized Doppler frequency νmax = 0.0038, Nps = 2 training pilot symbols,

and the packet consists of Ndf = 40 data and Npf = 2 post-selection pilot symbols, re-

spectively, an SNR performance gain in excess of 10 dB is achieved at a PER = 10−2.

For the same settings, the performance of the same proposed 1×(1; 4) 4PSK system is

about 6 dB worse than a 1× (1; 4) system employing AS with perfect channel knowl-

edge at a 10−2 PER. It is observed that systems employing AS either with orthogonal

Fourier-based prediction/estimation or without channel prediction exhibit error floors

at moderate to high SNR. For any packet size, the SEP of an MPSK symbol received

at time m in a time-varying channel for a SIMO system employing the proposed

per-packet AS algorithm in Sec. 3.3.1 is lower bounded by that for a SIMO system

employing symbol-by-symbol single receive AS as in Sec. 3.3.2. The reason for this is

that selection is on per-packet basis rather than on per-symbol basis, i.e., selection is

based on all predicted channel gains for all symbols in a packet. For example, for a

1× (1; 4) 4PSK system when νmax = 0.0038, Nps = 2 training pilot symbols, and the

packet consists of Ndf = 40 data symbols and Npf = 2 pilot symbols, the SEP for the

first 4PSK symbol for a 1× (1, 4) system employing symbol-by-symbol instantaneous

receive AS is about one order of magnitude less than that for a 1 × (1, 4) system

employing per-packet AS at an SNR = 16 dB.

In Chapter 4, generalization to selecting a subset of a plurality of receive antennas

under the same time-varying and frequency-flat channel conditions as in Chapter 3
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is studied. A new training-based receive antenna subset selection algorithm for time-

varying channels using packet and symbol-rate antenna switching is presented in

Sec. 4.3. Simulation results in Section 4.5 show that the presented antenna subset

selection scheme have the potential to offer superior performance over ideal SIMO sys-

tems with perfect channel knowledge. For example, when the maximum normalized

Doppler frequency νmax = 0.0038 with Nps = 2 AS training pilot symbols, Ndf = 40

data symbols and Npf = 2 post-selection pilot symbols, the proposed 1× (2; 6) 4PSK

system achieves about 4 dB gain in SNR over the 1×2 system with perfect CSI and no

AS at a PER = 10−3. Performance analysis to evaluate the SEP of MPSK and MQAM

in time-varying and frequency-flat fading with receive AS is provided in Sec. 4.4.2. By

approximating the (complicated) first order conditional moments µrSm [m] in (4.24)

and second order conditional moments σ2
rSm

[m] in (4.25) of the MRC decision vari-

able in (4.23), respectively, by estimates µr′Sm [m] in (4.35) and σ2
r′Sm

[m] in (4.36),

numerical integration is avoided and analytical MPSK and MQAM SEP expressions

are, respectively, obtained in (4.30) and (4.43) using the virtual branch combining

method. It is shown that the gap between simulated and analytical SEP approxima-

tion for MQAM is about 0.2 to 0.5 dB, while for MPSK for M > 4 is about 0.2 dB and

1 dB for 4PSK.

In Chapter 5, antenna selection is applied to multiple antennas OFDM systems.

Training AS schemes for SIMO and MIMO OFDM systems for doubly selective chan-

nels using packet-rate antenna switching are presented. Through simulation, the

performance of the proposed scheme is compared to that of AS methods based on or-

thogonal Fourier and linear interpolation/extrapolation prediction/estimation meth-

ods. It is shown that SIMO systems employing the presented AS techniques achieve
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the same performance as ideal SISO and SIMO systems with perfect CSI. The pro-

posed systems also outperform the same SISO and SIMO OFDM systems employing

linear prediction-based training with AS. For example with QPSK modulation, for

a maximum normalized Doppler frequency νmax = 0.0031, Nps = 2 OFDM training

pilots, and a packet consisting of Ndf = 24 OFDM data symbols and Npf = 2 OFDM

post-selection pilots, both the proposed 1 × (1; 4) and the ideal 1 × 1 SISO OFDM

systems achieve a BER of 10−3 at an SNR = 27.5 dB. Similarly, the proposed 1×(2, 6)

and ideal 1 × 2 SIMO OFDM systems achieve a BER of 10−3 at an SNR = 15 dB.

The proposed 1× (1; 4) and 1× (2, 6) OFDM systems achieve SNR performance gains

of about 0.5 dB and 2 dB over the same 1× (1; 4) and 1× (2, 6) systems employing

AS with linear interpolation/extrapolation method at a BER = 10−2. The BER per-

formance of a MIMO OFDM system employing the proposed receive AS algorithm

approaches that of the same MIMO OFDM based system with perfect CSI. For the

same aforementioned settings, the BER performance of a 2× (2; 4) proposed AS sys-

tem is about 0.2 dB worse than that of 2 × 2 MIMO system with perfect CSI. It

is observed that error floors exist at moderate to high SNR for systems employing

AS with orthogonal Fourier-based training for low and high Doppler values. Also,

error floors occur at moderate to high SNR for systems employing AS with linear in-

terpolation/extrapolation technique for a Doppler frequency value of νmax = 0.0123.

In contrast, no error floors arise with systems employing the presented AS training

schemes.

6.2 Suggestions for Further Research

Presented here is a list of issues which merit further consideration.
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• In this thesis, we have analyzed the SEP performance of SISO and SIMO sys-

tems employing the proposed AS training schemes. A more generalized analysis

to evaluate the SEP of MPSK and MQAM for the proposed MIMO systems in

Chapter 5 that comprise Kt transmit antennas and Kr receive antennas wherein

Kt ≤ K ′r < Kr are selected for reception over time-varying channels is of con-

siderable interest.

• Although in Chapter 5 the COST 207 6-tap typical urban channel model is

used, which is among the most dispersive of typically simulated channel pro-

files, it would also be beneficial to quantify the performance of the proposed

AS training schemes using real-world channel measurement data [6, 50], i.e., in

a measurement campaign in an outdoor urban scenario. This will evaluate the

viability of the proposed methods in time-varying real world channels. Compar-

ison with other existing schemes including orthogonal Fourier-based and linear

interpolation/extrapolation channel estimation/prediction techniques using real

channel measurement data is important as well.

• Further analysis might also be performed to include outage probability, which

is defined as the probability that the instantaneous capacity is below a target

value. Closed-form outage probability expressions for the presented schemes

will allow to quantify the diversity order of the presented schemes.

• In Chapter 5, in the pilot-assisted data transmission phase OFDM pilot symbols

with comprise pilot tones over all subcarriers are considered. The frequency

domain channel coefficients at subcarriers are correlated. One may therefore

consider using OFDM symbols in which some of the subcarriers carry pilot
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tones and others carry data tones. This might reduce overhead and complexity.

The same reasoning can be applied for the AS training phase. Simulation

results that quantify the performance complexity tradeoff resulting from this

overhead/complexity reduction is of interest.
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Appendix A

Derivation of the Conditional Mean and Variance

for rι̂ [m] in (3.36) and (3.37)

If A and B are zero-mean jointly complex Gaussian, then [54,55,79]

E
{
A
∣∣B} = E {AB∗} (E {BB∗})−1 B (A.1)

var
{
A
∣∣B} = var {A} − E {AB∗} (E {BB∗})−1 E {BA∗} . (A.2)

From (A.1), it follows that E{eSE
ι̂ [m] | ĥSE

ι̂ [m]} =
σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]
ĥSE
ι̂ [m] and E{nι̂[m] |

ĥSE
ι̂ [m]} = 0. Substituting and simplifying yields the desired conditional mean re-

sult in (3.36). Similarly, from (A.2) we get that var{eSE
ι̂ [m] | ĥSE

ι̂ [m]} =
σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]

and var{nι̂[m] | ĥSE
ι̂ [m]} = No. Substituting and simplifying yields the conditional

variance result in (3.37).
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Appendix B

Derivation of the Conditional Mean and Variance

for rSm [m] in (4.24) and (4.25)

From (4.14), we have that

µyι̂m
kr

[m] , E{yι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]}+ E{nι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]}

= d[m]E{hι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m]} (B.1)

σ2
yι̂m
kr

[m] , var{yι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]}+ var{nι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]}

= |d[m]|2var{hι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m]}+No (B.2)

where E{nι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]} = 0 and var{nι̂mkr [m]
∣∣ĥSP
ι̂mkr

[m], ĥSE
ι̂mkr

[m], d[m]} =

No.

If a and b are, respectively, zero-mean jointly complex Gaussian RV and random

vector, then [53,79]

E{a|b} = E{a b†}[E{b b†}]−1 b (B.3)

var{a|b} = E{a a∗} − E{a b†}[E{b b†}]−1 E{b a∗}. (B.4)
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Denoting by ĥι̂mkr [m] , [ĥSP
ι̂mkr

[m] , ĥSE
ι̂mkr

[m]]T , from (B.3) and (B.4) it follows that

E{hι̂mkr [m] | ĥι̂mkr [m]} = E{hι̂mkr [m](ĥι̂mkr [m])†}[E{ĥι̂mkr [m](ĥι̂mkr [m])†}]−1ĥι̂mkr [m]

(B.5)

var{hι̂mkr [m] | ĥι̂mkr [m]} = var{hι̂mkr [m]} − E{hι̂mkr [m](ĥι̂mkr [m])†}

[E{ĥι̂mkr [m](ĥι̂mkr [m])†}]−1[E{hι̂mkr [m](ĥι̂mkr [m])†}]†. (B.6)

In (B.5), we have that

E{hι̂mkr [m](ĥι̂mkr [m])†} = [E{hι̂mkr [m](ĥSP
ι̂mkr

[m])∗}, E{hι̂mkr [m](ĥSE
ι̂mkr

[m])∗}]

= [1, 1] (B.7)

where the last equality follows from substituting the estimated channel gain ĥSE
ι̂mkr

[m] ,

hι̂mkr [m] + eSE
ι̂mkr

[m] with hι̂mkr [m] the true channel gain, eSE
ι̂mkr

[m] the estimation error, and

the predicted channel gain ĥSP
ι̂mkr

[m] , hι̂mkr [m] + eSP
ι̂mkr

[m] with eSP
ι̂mkr

[m] the prediction

error. The variables hι̂mkr [m] and eSE
ι̂mkr

[m] are uncorrelated. Also, eSP
ι̂mkr

[m] and hι̂mkr [m] are

uncorrelated. We have thus used E{hι̂mkr [m](eSE
ι̂mkr

[m])∗} = 0, E{hι̂mkr [m](eSP
ι̂mkr

[m])∗} = 0,

and E{|hι̂mkr [m]|2} = 1.

Denoting by ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m] ,
E{ĥSPι̂m

kr

[m](ĥSE
ι̂m
kr

[m]∗)}

σ
ĥSP
ι̂m
kr

[m]σ
ĥSE
ι̂m
kr

[m]
the correlation coefficient of ĥSP

ι̂mkr
[m]

and ĥSE
ι̂mkr

[m], where σ2
ĥSP
ι̂m
kr

[m] and σ2
ĥSE
ι̂m
kr

[m] are, respectively, the variances of ĥSP
ι̂mkr

[m] and
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ĥSE
ι̂mkr

[m]. In (B.5), E{ĥι̂mkr [m](ĥι̂mkr [m])†} can thus be expressed as

E{ĥι̂mkr [m](ĥι̂mkr [m])†} =

 E{|ĥSP
ι̂mkr

[m]|2} E{ĥSP
ι̂mkr

[m](ĥSE
ι̂mkr

[m])∗}

E{ĥSE
ι̂mkr

[m](ĥSP
ι̂mkr

[m])∗} E{|ĥSE
ι̂mkr

[m]|2}



=


σ2
ĥSP
ι̂m
kr

[m]

ρ
ĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

( 1
σ
ĥSP
ι̂m
kr

[m]σ
ĥSE
ι̂m
kr

[m]
)

ρ
ĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

( 1
σ
ĥSE
ι̂m
kr

[m]σ
ĥSP
ι̂m
kr

[m]
)

σ2
ĥSE
ι̂m
kr

[m]

 . (B.8)

Substituting (B.8) and (B.7) in (B.5) and (B.6), simplifying yields

E{hι̂mkr [m]
∣∣ ĥSP

ι̂mkr
[m], ĥSE

ι̂mkr
[m]} =

(σ2
ĥSE
ι̂m
kr

[m]− σĥSE
ι̂m
kr

[m]σĥSP
ι̂m
kr

[m]ρĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m](1− |ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]|2)

)
ĥSP
ι̂mkr

[m]

+

(σ2
ĥSP
ι̂m
kr

[m]− σĥSP
ι̂m
kr

[m]σĥSE
ι̂m
kr

[m]ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m](1− |ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]|2)

)
ĥSE
ι̂mkr

[m]

(B.9)

var{hι̂mkr [m]
∣∣ ĥSP

ι̂mkr
[m], ĥSE

ι̂mkr
[m]} = 1−

σ2
ĥSP
ι̂m
kr

[m] + σ2
ĥSE
ι̂m
kr

[m]

σ2
ĥSP
ι̂m
kr

[m]σ2
ĥSE
ι̂m
kr

[m](1− |ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]|2)

+

2<{ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]}

σĥSP
ι̂m
kr

[m]σĥSE
ι̂m
kr

[m](1− |ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]|2)
(B.10)

where <{ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m]} denotes the real part of ρĥSP
ι̂m
kr

[m],ĥSE
ι̂m
kr

[m].

Substituting (B.9) and (B.10) in (B.1) and (B.2) and simplifying yields the con-

ditional mean and variance results in (4.24) and (4.25), respectively.
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Appendix C

Derivation of the Conditional Mean and Variance

for yι̂mkr
[m] in (4.32) and (4.33)

If a and b are zero-mean jointly complex Gaussian, then [54,79]

E{a | b} =
E{a b∗}
E{b b∗}

b (C.1)

var{a | b} = E{a a∗} − E{a b∗}E{b a∗}
E{b b∗}

. (C.2)

From (C.1), it follows that E{eSE
ι̂mkr

[m] | ĥSE
ι̂mkr

[m]} =

σ2

eSE
ι̂m
kr

[m]

1+σ2

eSE
ι̂m
kr

[m]
ĥSE
ι̂mkr

[m] and E{nι̂mkr [m] |

ĥSE
ι̂mkr

[m]} = 0. Substituting in E{yι̂mkr [m] | ĥSE
ι̂mkr

[m], d[m]} = ĥSE
ι̂mkr

[m]d[m] − E{eSE
ι̂mkr

[m] |

ĥSE
ι̂mkr

[m]}d[m]+E{nι̂mkr [m] | ĥSE
ι̂mkr

[m]} and simplifying yields the desired conditional mean

result in (4.32). Similarly, from (C.2) we get that var{eSE
ι̂mkr

[m] | ĥSE
ι̂mkr

[m]} =

σ2

eSE
ι̂m
kr

[m]

1+σ2

eSE
ι̂m
kr

[m]

and var{nι̂mkr [m] | ĥSE
ι̂mkr

[m]} = N0. Substituting in var{yι̂mkr [m] | ĥSE
ι̂mkr

[m], d[m]} =

|d[m]|2var{eSE
ι̂mkr

[m] | ĥSE
ι̂mkr

[m]}+ var{nι̂mkr [m] | ĥSE
ι̂mkr

[m]} and simplifying yields the condi-

tional variance result in (4.33).
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Appendix D

Derivation of the Conditional Mean and Variance

for XSE
ι̂mkr

[m] in (4.39) and (4.40)

From (C.1) and the fact that the complex coefficient of the zero-mean complex RVs a

and b is ρa,b ,
E{a b∗}√

var{a} var{b}
, it follows that E{ĥSE

ι̂mkr
[m]|ĥSP

ι̂mkr
[m]} =

E{ĥSEι̂m
kr

[m](ĥSP
ι̂m
kr

[m])∗}

var{ĥSP
ι̂m
kr

[m]} ĥSP
ι̂mkr

[m]

=

ρ
ĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

√
var(ĥSE

ι̂m
kr

[m])√
var(ĥSP

ι̂m
kr

[m])
ĥSP
ι̂mkr

[m] =

ρ
ĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]

√
ζSP
ι̂m
kr√

ζSE
ι̂m
kr

ĥSP
ι̂mkr

[m], where ζSE
ι̂mkr

[m] , 1
1+σ2

eSE
ι̂m
kr

[m]

= 1

var(ĥSE
ι̂m
kr

[m])
and ζSP

ι̂mkr
[m] , 1

1+σ2

eSP
ι̂m
kr

[m]
= 1

var(ĥSP
ι̂m
kr

[m])
. Substituting and simplifying in

E{XSE
ι̂mkr

[m]|ĥSP
ι̂mkr

[m]} =
√
bSE
ι̂mkr

[m]E{ĥSE
ι̂mkr

[m]|ĥSP
ι̂mkr

[m]} yields the conditional mean result

in (4.39). From (C.2) we get var{ĥSE
ι̂mkr

[m]|ĥSP
ι̂mkr

[m]} = (1−|ρĥSE
ι̂m
kr

[m],ĥSP
ι̂m
kr

[m]|2)var{ĥSE
ι̂mkr

[m]}.

Substituting and simplifying in var{XSE
ι̂mkr

[m]|ĥSP
ι̂mkr

[m]} = bSE
ι̂mkr

[m]var{ĥSE
ι̂mkr

[m]|ĥSP
ι̂mkr

[m]}

yields the conditional variance result in (4.40).


