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A Combined Soft-Decision Deinterleaver/Decoder
for the 1S95 Reverse Link

A. Mark EarnshawMember, IEEEand Steven D. BlostejrBenior Member, IEEE

Abstract—The reverse link encoding steps of the IS95 cellular Data 192 bpf
code-division multiple-access (CDMA) standard consist of con- bits
volutional encoding, block interleaving, and orthogonal Walsh l
function encoding. Deinterleaving individual symbol metrics Convolutional 576 bot
obtained from the Walsh function matched filters followed by encoding 210 bp
conventional Viterbi decoding produces suboptimal results, as l
unwanted intersymbol Walsh function correlation is introduced. Bit
We propose a combined deinterleaver/decoder with improved inteﬂ;mng 576 bpf
performance over existing decoders with little added overhead
and no extra decoding delay. Applied to the 1S95 reverse link, 1
the proposed decoder has about 1.0-dB gain over soft-decision Walsh 96 spf
decoding with interleaved symbol metrics at a bit error rate (BER) functions
of 1072, |
Index Terms—Code-division multiple-access, decoding with soft “’}'ﬁls{l 6144 Wepf
decisions, Viterbi decoding. cups
Long & 24576 cpf
|. INTRODUCTION PN code Y v
ASED on a number of design considerations and perfor-
mance comparisons [1]-[4], the reverse link of the 1S95 In-phase fan Quadrature
cellular code-division multiple-access (CDMA) standard [5] op- short code short code
erating at a voice rate of 9600 bps, data is divided into 192-b I Q 24576 cpi

frames, and rate 1/3 convolutional encoding with a constraint
length of 9 is applied. The result is block-interleaved using a
32 x 18 array. The symbdlsare then grouped into sets of sixFig. 1. Data encoding process for IS95.
which index one of 64 orthogonal Walsh functions, each corre-

sponding to a sequence of 64 Walsh chips. The Walsh chips gg&sraint length codes, but do not solve the tandem deinter-
then spread by a pseudonoise sequence. This encoding Progegs,/decoding problem specific to the 1S95 reverse link.
is summarized in Fig. 1. o In Section I, we review existing decoding metric generation
To decode the received signal, matched filtering with each pfop, g1 ies and then propose a combined soft-decision deinter-
Fhe 64 possible Walsh chip sequences takeg place at six-sym@gle /decoder with improved performance. A discussion of
intervals. The outputs of these matched filters are then usr‘ae(fiative algorithm complexity is also included. In Section lIl,

as ISﬁfl}-deCI.SIOI’l decoding linetrltlzs. UnfolrtuEgtely,l since thes expected decoder performance of 1595 cellular CDMA with
Walsh function encoding takes plaagter block interleaving |, interleaving is derived for verification purposes and is then
in order to increase the free distance of the overall coding [jclompared to simulation results in Section IV.

a deinterleaver followed by a Viterbi decoder [2]-[4] using

the deinterleaved symbol metrics produces suboptimal results

[6]. Other techniques for convolutional decoding do exist,

such as Fano’s sequential decoding algorithm [7], [8], th& No Interleaving

stack algorithm [7], [9], and feedback decoding [7]. However, por noninterleaved data, standard Viterbi decoding [2] may

these alternative methods are applicable to the case of laggeapplied directly to the correlated Walsh sequences by using
the matched filter outputs as metdds evaluate surviving paths
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TABLE |
SymBOL METRIC CALCULATION EXAMPLE FOR INTERLEAVED SOFT-DECISION DECODING
Walsh Binary
Function | Representation | Cyy Symbol | Symbol | Symbol | Symbol
0 000 6 Position | Value | Location | Metric
1 001 2 0 0—— 7
2 010 7 ! 1 1—— 5
3 011 4 ) 0 —(0— 6
4 100 1 - 1 —1— 8
5 101 3 0 ——0 3
6 110 8 3 1 ——1 5
7 111 3

interleaving. Since each Walsh function is derived from two @. Soft-Decision Decoding with Deinterleaved Symbol Metrics

the original data bits, each state transition in the decoding trellisa g it is widely accepted that soft-decision decoding generally
outputs two data bits instead of the usual one and a double Sigigerforms hard-decision decoding [12], soft-decision symbol
transition is used in the decoding trellis: each input node is Cyg(rics have also been used in recent 1S95 performance studies
nected to four output nodes and g (w, j) are used as branch 31 151 Rather than performing binary quantization within
metrlcs with specific val.ues ab dependlng on the Walsh func- 5 group of six symbols, finer quantization is achieved by ex-
tion output corresponding to a given trellis branch gnde- 5iting the fact that each binary output symbol has 32 Walsh
pending on the current stage within the decoding trellis.  ¢,nctions which match the same symbol value at that partic-
ular position. For theith Walsh function position, the value of

B. Hard-Decision Decoding with Deinterleaved Cw (w, j) which is maximal over the set of 32 matching Walsh
Symbol Metrics functions is the soft-decision metric for that particular symbol

If a block interleaver is added, it is necessary to generate mg@sition and binary value. These metric values may then be dein-
rics for individual convolutionally encoded symbols to makéerieaved and processed as discussed in Section II-B. This is
deinterleaving possible. These deinterleaved symbol metrRynetimes referred to as the dual-max algorithm.
can either be summed in groups of three to generate the branchable | shows an example of a symbol metric assignment for
metrics for standard Viterbi decoding of a rate 1/3 encoder, df€ case of eight different three-symbol Walsh functions. The
in this case, in groups of six to match the noninterleaved IS&t-hand table lists th€’y, at some arbitrary position within a
reverse link Walsh function encoding scheme. The standdf@me- The rightmost column of the right-hand table is the cor-
decoder in Section II-A may then be used without modificatiof€SPonding soft-decision metric for each pair of symbol posi-

One method to generate individual symbol metrics is by harions and values. This approach, although an improvement over
decision decoding [10]-[12]. At thgth six-symbol Walsh func- hard—(_jeus_lon qua_mtlzatlon, is still suboptimal for the reasons
tion boundary My () is recorded wheréfy(4) is defined as described in Section II-B.
the maximum observed Walsh function correlation value for p

®. combined Deinterleaving/Decodin
sition j over all of the possible Walsh function values 9 9

1) Concept: At the start of decoding an 1S95 frame, no data
bits are initially known. If there is no interleaving as in Sec-
Mw(j) = max [Cw(w,j)] (1) tionlI-A, the Viterbi decoder performs its usual time-sequential
0<w<63 . . . .
== progression through the trellis, forming hypotheses for the orig-

Individual metrics for each of the six symbols within a Wals#'@! data bits for each surviving trellis path until a single optimal
function are assigned as follows: a binary symbol value whi@fth is obtained at the end of the frame. Without interleaving,
matches the corresponding symbol in Walsh functids as- there is a temporal correspondence betweentheair of data
signed a metric valug/y (;), while the opposite symbol value Pits @ndCw (w, j) S0 we can use thesy (w, j) values to define

for the same symbol position is assigned a metric of zero. Pranch metricgor the decoding trellis. _
Such a technique is suboptimal for two reasons. First, the bi-/hen interleaving is present, rather than using the subop-

nary metric quantization within a Walsh function discards ifimal approaches for metric generation putlined i,n Sections.II-B
formation. Second, since the Walsh functions are mutually g7 C, We propose a new approach which combines the deinter-
thogonal, the summetly;- for incorrectly decoded Walsh func-€8ving and decoding operations. ,
tions should be zero mean. However. hard-decision decodind:'rSt' observe that after interleaving, the IS95 convolutionally
will result in a number of incorrect Walsh functions having"coded binary symbols appear in the order
nonzero-mean metrics and may cause an incorrect deinterleaved bobeoben - -« bs baabes -+« brsabere 2

. 0V32V64 1Y33%%65 543Y575 ( )
sequence of symbols to have a correlation value close to that of
the correct symbol sequence. This will increase the probabilityhere the subscript denotes time. However, in Viterbi decoding,
of selecting an incorrect path, thus raising the number of diae convolutionally encoded symbols for each surviving path
coding errors. must be hypothesized in time-sequential ordegt by, bo, - - -).
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Therefore, as we progress through the decoding trellis, the — []o] ] o] o] w000, =5
convolutionally encoded symbols corresponding to each succ
sive pair of data bits are distributed among six different receivt — []o] ] e]o] ] vwaonon =4
Walsh functions. This makes it difficult to define branch meq 1 | 0 | 1 l 1 | } | } | ]
rics for decoding without resorting to individual deinterleave - 7 | 1 | 0 | 1 | 1 P | 0 |4\,[‘,‘,Y(1011102) —7
symbol metrics as previously discussed. My (10H--2) =T

Instead of a deinterleaver, we employ the concept phith — o[ ] ] wwaomin) =3

metric which we assign to each hypothesized surviving pa

through the entire trellis. A path metric is updated as each nc ..

set of six symbols is hypothesized. Due to the interleaving, not

all symbols of each received Walsh function will be simultand9 %

ously defined at a given time during decoding. The path metric

must thus be sequentially evaluated basedartially speci- In (3), maximization is over the set 6% values of the®—*i

fied Walsh functions. At each stage of the decoding proces#alsh functions which share the same ficssymbols of thej*”

each surviving path is extended and its path metric is reevalivalsh function position in patk;. Mathematically, this set can

ated based on the newly hypothesized additional symbols witlya expressed as

that path’s set of partially defined Walsh functions. We note that

computational efficiency and low delay is critical for practical

implementation. An efficient algorithm for implementing such B 6k

a decoding strategy is presented in the following section. Sp = {w|0 L w <63, [w/27 Y | = vy} (4)
In a conventional Viterbi decoder, only a single surviving path ] ] o

at each node is retained due to the additivity of branch metri¢gere(-] denotes floor function and integer division is used.

that form the overall path metric. In this situation, the best sur- The overall path metric for a surviving patf is calculated

viving path at each trellis node is known to be optimal. Howevets

since the proposed deinterleaver/decoder reevaluates path met- %6

rics over time, itis possible that an incorrectly hypothesized path . .

may temporarily have the largest path metric value. The pro- Mp, = Z Mp(Pi,jskjsv5) ©)

posed decoder should therefore retain multiple surviving paths

at each trellis node (typically two is sufficient for good perforwhere we are summing up the current metric values for each

mance) in order to reduce the possibility of accidentally deletingalsh function position within the frame.

the best path before decoding is complete. The decoding proceeds in stages. As each new set of six
2) Implementation:As in the other methods, we group thesymbols is hypothesized and the corresponding Walsh function

hypothesized interleaved symbols by six to match Walsh fungajues are updated, the path metrics are recalculated. Clearly,

tion boundaries. We remark that for this rate 1/3 decoder, Wqs computationally inefficient to recalculate the overall path

could alteratively employ groups of three symbols, but for connetric at each trellis decoding stage. A more efficient method

parison purposes we wish to maintain compatibility with the agor updating the path metrics is to somehow recreate the addi-

proaches described earlier. tivity of conventional Viterbi decoders. We define ttigferen-

Initially, there are 2 possibleMy for each set of six binary tja| metricfor Walsh functionj of path; with &; hypothesized
symbols composing a Walsh function. If the firstof these pjtg v; = 8081 - Sk,_, @S

six symbols have already been decoded, then there would
be Z~* distinct Walsh functions sharing the firét defined
symbol values. A metric can be formed by taking the maximum
Cyw from among these®2* partial matches. In contrast toDr (&%, 4, kj, v;) = Mp(Bi, j, kj, v;) — Mr(F;, .k — 1,v;).
Section II-C, this is actually a type of soft-decision metric (6)
for multiple received symbols. For example, in Fig. 2, if the
first four symbols have been hypothesized to be 10iien TheseDr(F;, j,k;,v,;) can actually beprecalculatedbefore
Walsh functions 44 through 47 are potential matches and teécoding commences. An example is shown in Table Il where
maximum correlation is\/yy(1011-—2) = 7. An example the generation of metrics for partially specified Walsh functions
using 3-b Walsh functions is shown in Table Il where thgroceeds from the left table to the right table. Following this, the
differential metric values shown will be discussed shortly.  differential metrics are computed from right to left.

Letv; = sos1 - - - s, 1 denote the firsk; hypothesized sym-  As the symbols for a particular Walsh function are decoded,
bols of thejth Walsh function position. We define the metric athe M (P, 4, k;, v;) must be modified accordingly. Since only

lllustration of partially known Walsh function metric calculation.

i=1

the jth Walsh function position along patf as six Walsh functions in each path are updated at each decoding
stage, itis only necessary to modify the 3ik(-) values which
ST have changed rather than reevaluating all of the terms in (5).
MF(‘PmJak]aU]) . . .. .
This can be accomplished most efficiently by adding the rele-

wCSp, (3) vant precalculated differential metric values to the current path
0, k; = 0. metric.

{ max [Cw(w,j)], k; >0
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TABLE I
ILLUSTRATION OF COMPUTATION OF PARTIALLY KNOWN WALSH FUNCTION METRIC VALUES FOR COMBINED DEINTERLEAVING/DECODING

Binary | Metric | Diff.
Form Value | Met.
000 6 +0 Binary | Metric | Diff.
001 2 —4 Form | Value | Met. Binary | Metric | Diff.
010 7 40 00— 6 1 Form Value | Met.
011 4 -3 01— T +0 0—— 7 +7
100 1 —4 10— 5 -3 I—— 8 +8
101 5 +0 11— 8 +0
110 8 +0
111 3 -5
TABLE Il
SAMPLE WALSH FUNCTION VALUES FOR CURRENT HYPOTHESIZED SURVIVING PATH
Walsh Func. Index 1 2 3 4 5 6
Walsh Func. Value || 110——— | 010——~— | 101~~~ | 110——~ | 111~~~ | 001 ———
The basic steps of the proposed decoding process are sum- TABLE IV

INPUT DATA BITS AND ENCODED OUTPUT SYMBOLS AT

marized as follows: o

Let N, denote the number of surviving paths to be Hypothesized Input | Expected Encoder
retained. Data Bits Output Symbols
00 011011
At each decoding trellis stage and node, do the o1 101
following:
1. Extend each surviving patR to form four 10 001100
new pathsP; (1 < < 4). 11 100100

2. For each new path, update the appropriate
six Walsh functions with the newly hypothesized
symbols, and reevaluate the path metric in
Equation (5) by adding the precalculated
differential metrics.

3. Keep the besivV, paths arriving at each node
at the next stage in the decoding trellis.

three known and three unknown symbols) by hypothesizing the
fourth decoded symbol to be either zero or one.

The contents of Tables Il through V are then used to revise
the current path metrid{p, for each of the path extensions
shown in Table VI. We have assumed that the previous path
metric has a value of 421. For each path extension, there are two

3) Example: The following example, for illustration pur- hypothesized data bits, the corresponding expected convolu-
poses, uses actual 1S95 reverse link parameters. In 1S95, tingal encoder output symbols, the updafég corresponding
constraint length of the convolutional code is 9, and 2 b ate those output symbols, and the original path meivig,
shifted per decoding stage (with decoding proceeding onugdated by the appropriate differential values from Table V.
Walsh function basis). This results if 2= 128 nodes in . .
the trellis, each with four input and four output paths to bk Algorithm Complexity
computed per decoding stage. Suppose we have a partiallyn the following, we discuss the dominant per-frame com-
decoded frame and let us consider one of the 128 nodes in plutational requirements of the different decoding methods, by
decoding trellis. As explained in Section 11-D2, only six Walsltonsidering the number of additions and comparisons.
functions will be affected in this decoding stage and let us The computations for a conventional Viterbi decoder with
assume that their decoded bits are as given in Table Ill. There symbol interleaving are common to all algorithms. In 1S95,
are four possible combinations of the next two input bits whidhere are 96 decoding stages, 128 nodes per stage, and four path
we can use to extend this surviving path. Let the correspondiextensions per node, there are approximately (neglecting the be-
output symbols from the convolutional encoder be as given ginning and end of the decoding trellis) a totab6fx 128 x 4 =
Table IV. 49152 additions and6 x 128 x 3 = 36864 comparisons.

We then update the path metric for each of the extended pathdn addition to the above computations, both the hard and soft-
Table V shows an example set of differential metrics that adecision algorithms require additional computations for branch
calculated prior to decoding the frame. We update the curranetric generation as well as deinterleaving. With hard-decision
metric of each partially defined Walsh function (consisting adecoding, it is necessary to search among all 64 matched filter
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TABLE V correlations being Gaussiai(N (. r, 07.) andN(N (ug, 0F)
SAMPLE DIFFERENTIAL METRIC VALUES random variables, respectively, where
Walsh Functi New Walsh | Differential
: qlildél.slclc on Funi?ion a\r'al]ue ll\fg‘fgcm HF = 128ﬁTc \V/ E [P ]
7
. 1100—— 400 0
1101 —— —67
__ _ py =0
) 0100 40 8)
0101—— +00
) ow—— | o0 b2 o f Mo = DI =Dy + BEP] | 1, )
1001—— —07 F 61/ 27
| 1100—— +00 ©)
1101—— —30 In (7) and (9) 1. is the PN chip periodV,, is the number of
1110—— 400 mobiles v is the factor by which transmission power is reduced
5 when no data is being transmittefljs the voice activity factor,
1il—— —16 2 : -
andgs; is the background noise variance.
6 0010—— —43 It can be shown [16] that the expected received power in (7)
0011—— +00 and (9) is given by

. E, 2 1 Ny —1 (B,
E[P]_<N0>U"{RB_ B <N0>

-1
outputs to identify the maximum within each of the 96 Walsh + <z/) + 1= z/})} (20)
function positions per frame. Consequently, theredére 63 = v

6048 comparisons, plus the deinterleavingsob x 2 = 1152 \hereE, /N, is the desired received power ratidy is the data

symbol metrics. The deinterleaved symbol metrics must then e raie (9600 bps), and is the spread-spectrum bandwidth
summed to form branch metrics which requifésx 64 x 5 = (1.2288 MHz).

30720 additions.
When soft-decision decoding is used, the maximum valye Path Metrics
among 32 Walsh function correlations must be identified for

. Consider the correct patt® and an incorrect pathP;
each of the W\{O b'”afy symbol values for each of 576. Syrnbovlvshich differ in d Walsh functions. We need to statistically
per frame. This requires76 x 2 x 31 = 35712 comparisons,

) . . characterize the Walsh functions which are not common to
plus the same deinterleaving and additions as for the hard-d%m- S S -
sion algorithm oth paths. LefX; and X5 represent the metric values for the

For th d bined deinterl Jdecod . gssimilar portions of the two paths. Since we are summing
or the proposed combined deinterieaver/decoder, We IMek \«qian random variableX; and.X, will have distributions

from Table Il that each of 96 Walsh function positions requirﬁf(u1 0?) = N(dup,do2) and N(us,02) = N(0,do)
32416+ - -+2 = 62 comparisons to assign metric values for spe’ctii/ely. The diffe’ren?:éfg — X, _’Xi is Gaussian P\;vi’th
total of 96 x 62 = 5952 comparisons. An equal number (5952 ’

X : ) arameters
of difference operations must be performed in order to precalcu-

late the differential metrics. Each of six differential metrics must fi3 = jio — 1 = —dpp (11)
also be added to the path metric to update each path extension

(rather than one for the case of the standard Viterbi algorithm)

for an approximate total &f6 x 128 x 4 x 6 x Ny = 294912 N,

additions, withV, denoting the number of retained surviving 03 = 03 + 0} = 2dot. (12)

paths, which is typically set to be one or two. Also, roughl
96 x 128 x 4 x N, = 49152N, comparisons are required.

Table VIl summarizes the number of operations required per
frame for each algorithm.

¥Ve are interested in the probability
P(X2 > Xl) :P(Xg > 0)
1
= - erfc <M—F\/c_l> . (13)
2 20’F
I1l. PERFORMANCEBOUND APPROXIMATION

We now estimate the BER for uncorrelated Rayleigh fadirlg: Bit Error Rate (BER) Evaluation
with no interleaving. This can be used as a performance boundrhe above statistics can be propagated through a standard
for the case of perfect (infinite) interleaving. Viterbi decoder to yield an estimated BER. We consider the non-
The Walsh function correlation statistics have been derivatterleaved case, since an analytical investigation of the com-
in [16] and [17], with the correct and incorrect Walsh functiomined deinterleaver/decoder appears intractable.
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TABLE VI
UPDATED PATH METRIC VALUES AFTER SAMPLE SURVIVING PATH HAS BEEN EXTENDED WITH ALL FOUR POSSIBILITIES

Data | Encoder | Updated Walsh Revised Path
Bits | Symbols | Function Values Metric

1100——
0101——
1011—— -
00 011011 1100 421 + 00 4 00 — 07 4 00 — 46 4 00 = 368
1111——

0011——

1101——
0101——
1011—— -
01 111101 1101 421 — 67400 — 07 — 30 4+ 00 4 00 = 317
1110——

0011——

1100——
0100——
1011 —— . _
10 001100 1101 421 +00 — 40 — 07 — 30 4 00 — 43 = 301
1110——

0010——

1101 ——
0100——
1010—— . - Q _ <
11 100100 1101 421 — 67 —40 4+ 00 — 30 4 00 — 43 = 241
1110——

0010——

We use the approach in [1] and [7] for obtaining an uppéo the Viterbi decoder in a memoryless channel [16]. It is there-
bound to the BER, although we obtain an actual approximdtae possible, in this instance, to generate these random values

expectation by refining this method. From (13) and [7] directly without requiring PN chip-level simulation.
Fig. 3 plots the simulated BER of memoryless Rayleigh
1 = E fading for hard-decision deinterleaved symbol metrics
Pp ~ 9 Z Pa erfe <E\/a> (14) (Section 1I-B), soft-decision deinterleaved symbol metrics

d=drreo (Section 11-C), and the proposed decoder (Section 1I-D) with

In (14), the minimum free distance ... = 5 for 1S95, 3, one and two surviving paths being retained, respectively. Simu-

is a weighting coefficient based on the number of paths aﬁa&ed noninterleaved fesults (Secti.on [I-A) and the ana}lytically
output bit errors, and represents the distance of an incorre@/culated BER (Section I1I-B) are included for comparison. At

path from the correct path in terms of the number of incorre{d"V £3/2Vo, incorrect path selection reduces interleaving per-
Walsh functions. The determination 64 is described in the formance, while at hig#, /No, the correlated Walsh functions
Appendix reduce the relative performance of the noninterleaved system.

It should be noted that (14) is only an approximation due fgom Fig: 3, the deinterleav_er/decoder with one surviyipg
the finite frame length and also due to the assumed statisticallf@th Provides about a 1-dB improvement over soft-decision
dependence of distinct path metrics, which is not the case sifggction !I-C) and a 2-dB improvement over hard-decision

trellis branches are shared among a number of paths. In practiggction Il-C) at a BER of 10°. Retaining two surviving paths
stead of one yields another 0.5-dB improvement.

usually a maximum of only 25 terms of the summation in (14" ) ; )
are required due to the exponential decrease of thé gtéem. When comparing the analy.tlcal apd simulated BER for no
interleaving, good agreement is obtained overilgN, range

from 3.5 to 5.5 dB. An exact correspondence is not expected

since there may be significant branch overlap between the
We have evaluated the proposed algorithm in a chip-level dlenger trellis paths which were assumed to be statistically

verse link simulation of IS95 [16], [17] consisting of one mobiléndependent in the analysis. At lowEs /Ny, longer paths have

in a circular cell of radius 500 m. This simulator is capable @ nonnegligible contribution to the summation in (14), and the

modeling a correlated or uncorrelated Rayleigh fading chanrassumed statistical independence breaks down.

complete with path loss and shadowing effects. We have alsdlime-correlated Rayleigh fading represents a more realistic

derived and verified the probability distributions for the inputsvaluation environment for interleaving in IS95. These simula-

IV. RESULTS AND DISCUSSION
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=~ Interleaving (hard dec.)
O Interleaving (soft dec.)
+  Interleaving (1 surv. path)
*  Interleaving (2 surv. paths)
— No Interleaving
— -~ Predicted BER (noint.)
2 3 4 5 6
Eb/NO (dB)
Fig. 3. BER for one mobile with uncorrelated Rayleigh fading.
-2 -1
-15
i
+ 01mss -2 TTE -l ] | % ol mus(ing
X 10 m/fs ¥ 1+ 01 mis(noint)
R o 20m/s F-25 o 20 m/s (int)
L * 30 m/s L * 20 m/s (no int)
m m
=3 =1
@ ©
e e
-4.5
5 ; ; ; ; ; 5 4 ‘ ; ;
7 75 8 8.5 9 9.5 10 7 7.5 8 8.5 9 9.5 10
Eb/NO (dB) Eb/NO (dB)

. I . . . . Fig.5. BERf bile with lated Rayleigh fadi ith bined
Fig. 4. BER for one mobile with correlated Rayleigh fading and 'me”ea"'”ggnterleaver/doe';:grc]ieern;(r)\dl \(/evi\t/\rl:outcgtfrlaesvingé)l.y eigh fading (with combine

(combined deinterleaver/decoder).

tions were conducted at the PN chip-level using correlated shad- 0
owed fading [18]. Fig. 4 shows the simulated BER for user ve-
locities ranging from 1 to 30 m/s when the combined deinter- AT
leaver/decoder is used with one surviving path being retained. S e ;1223:3 g:{ﬂ
As expected, a lower BER is observed at higher velocities since R T~ 3 surv. path
the mobile remains in fades for shorter periods of time. Atlow & R T ~ ~4surv. path
mobile velocities, however, the IS95 closed-loop power control N T
algorithm is rapid enough to compensate for the slow fading. e-8 N b
Fig. 5 illustrates the improvement in BER through the introduc- N
tion of interleaving for user velocities of 1 and 20 m/s in corre- -4 NG
lated fading. N

Fig. 6 shows the improvement obtained by increasing the -5, 25 3 25 4

Eb/NO (dB)

number of retained paths in the proposed decoder. However,
added path computations trade off against the improved perfor-

mance. From Flg. 6' retalnlng tWO paths per node seems beﬁé‘_6 BER for one mobile with uncorrelated Raylelgh fadlng (interleaving

ficial, while from Table VII, retaining additional paths provides
diminishing returns with increased computational expense.

with combined deinterleaver/decoder).

In summary, the IS95 reverse link BER performance can lier the 1S95 reverse link for the case of no interleaving. Simu-
improved by about 1.2 dB using the proposed deinterleaver/diation results have shown agreement between observations and
coder over that proposed in [1] with additional computation witpredictions, and have indicated that the modified decoder per-
no additional decoding delay. A performance bound was derivEmtms relatively well in correlated fading.
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TABLE VII H =4d°° — 52d*° + 289d*® — 864d*" + 1350d*¢ — 436d4*°
SUMMARY OF DECODING ALGORITHM COMPLEXITY 44 43 42 41
— 2491d** + 5576d*" — 6912d>“ + 7382d

| Algorithm Additions Comparisons | Deinterleaving | — 59444 — 3360d%° + 20 574d%® — 33 37847
No Interleaving 19152 36864 N + 30938d%° — 14 968d%° — 6965d>* + 28 58442
Hard-Decision 79879 19919 3 — 44 096d* + 45 376d%" — 25127d* — 110064
Soft-Decision 0372 29576 v +41533d*® — 45134d°7 + 19 584d°° + 12 746d4%
Deint/Decoder | 5052 + 204912, | 5052 + 49152, N = 25958 + 170184 — 174d** — 10 3664""

+ 8565d2° — 14024 — 25484 + 276247

— 850d'C — 314d*® — 29d** — 264*3 — 22d*2
APPENDIX | + 110d* + 29740 — 24d° — 132d° — 54d”

CALCULATION OF 3, — 21d° + 22d° + 54d* + 14d® + d* — 6d + 1.
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